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PREFACE

Thank you for your interest in our book, but more importantly, thank you for taking the time to
read the Preface. I always read the Prefaces of the textbooks which I use in my classes because
I believe it is in the Preface where I begin to understand the authors - who they are, what their
motivation for writing the book was, and what they hope the reader will get out of reading the
text. Pedagogical issues such as content organization and how professors and students should best
use a book can usually be gleaned out of its Table of Contents, but the reasons behind the choices
authors make should be shared in the Preface. Also, I feel that the Preface of a textbook should
demonstrate the authors’ love of their discipline and passion for teaching, so that I come away
believing that they really want to help students and not just make money. Thus, I thank my fellow
Preface-readers again for giving me the opportunity to share with you the need and vision which
guided the creation of this book and passion which both Carl and I hold for Mathematics and the
teaching of it.

Carl and I are natives of Northeast Ohio. We met in graduate school at Kent State University
in 1997. I finished my Ph.D in Pure Mathematics in August 1998 and started teaching at Lorain
County Community College in Elyria, Ohio just two days after graduation. Carl earned his Ph.D in
Pure Mathematics in August 2000 and started teaching at Lakeland Community College in Kirtland,
Ohio that same month. Our schools are fairly similar in size and mission and each serves a similar
population of students. The students range in age from about 16 (Ohio has a Post-Secondary
Enrollment Option program which allows high school students to take college courses for free while
still in high school.) to over 65. Many of the “non-traditional” students are returning to school in
order to change careers. A majority of the students at both schools receive some sort of financial
aid, be it scholarships from the schools’ foundations, state-funded grants or federal financial aid
like student loans, and many of them have lives busied by family and job demands. Some will
be taking their Associate degrees and entering (or re-entering) the workforce while others will be
continuing on to a four-year college or university. Despite their many differences, our students
share one common attribute: they do not want to spend $200 on a College Algebra book.

The challenge of reducing the cost of textbooks is one that many states, including Ohio, are taking
quite seriously. Indeed, state-level leaders have started to work with faculty from several of the
colleges and universities in Ohio and with the major publishers as well. That process will take
considerable time so Carl and I came up with a plan of our own. We decided that the best
way to help our students right now was to write our own College Algebra book and give it away
electronically for free. We were granted sabbaticals from our respective institutions for the Spring
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semester of 2009 and actually began writing the textbook on December 16, 2008. Using an open-
source text editor called TexNicCenter and an open-source distribution of LaTeX called MikTex
2.7, Carl and I wrote and edited all of the text, exercises and answers and created all of the graphs
(using Metapost within LaTeX) for Version 0.9 in about eight months. (We choose to create a
text in only black and white to keep printing costs to a minimum for those students who prefer
a printed edition. This somewhat Spartan page layout stands in sharp relief to the explosion of
colors found in most other College Algebra texts, but neither Carl nor I believe the four-color
print adds anything of value.) I used the book in three sections of College Algebra at Lorain
County Community College in the Fall of 2009 and Carl’s colleague, Dr. Bill Previts, taught a
section of College Algebra at Lakeland with the book that semester as well. Students had the
option of downloading the book as a .pdf file from our website www.stitz-zeager.com or buying a
low-cost printed version from our colleges’ respective bookstores. (By giving this book away for
free electronically, we end the cycle of new editions appearing every 18 months to curtail the used
book market.) During Thanksgiving break in November 2009, many additional exercises written
by Dr. Previts were added and the typographical errors found by our students and others were
corrected. On December 10, 2009, Version v/2 was released. The book remains free for download at
our website and by using Lulu.com as an on-demand printing service, our bookstores are now able
to provide a printed edition for just under $19. Neither Carl nor I have, or will ever, receive any
royalties from the printed editions. As a contribution back to the open-source community, all of
the LaTeX files used to compile the book are available for free under a Creative Commons License
on our website as well. That way, anyone who would like to rearrange or edit the content for their
classes can do so as long as it remains free.

The only disadvantage to not working for a publisher is that we don’t have a paid editorial staff.
What we have instead, beyond ourselves, is friends, colleagues and unknown people in the open-
source community who alert us to errors they find as they read the textbook. What we gain in not
having to report to a publisher so dramatically outweighs the lack of the paid staff that we have
turned down every offer to publish our book. (As of the writing of this Preface, we’ve had three
offers.) By maintaining this book by ourselves, Carl and I retain all creative control and keep the
book our own. We control the organization, depth and rigor of the content which means we can resist
the pressure to diminish the rigor and homogenize the content so as to appeal to a mass market.
A casual glance through the Table of Contents of most of the major publishers’ College Algebra
books reveals nearly isomorphic content in both order and depth. Our Table of Contents shows a
different approach, one that might be labeled “Functions First.” To truly use The Rule of Four,
that is, in order to discuss each new concept algebraically, graphically, numerically and verbally, it
seems completely obvious to us that one would need to introduce functions first. (Take a moment
and compare our ordering to the classic “equations first, then the Cartesian Plane and THEN
functions” approach seen in most of the major players.) We then introduce a class of functions
and discuss the equations, inequalities (with a heavy emphasis on sign diagrams) and applications
which involve functions in that class. The material is presented at a level that definitely prepares a
student for Calculus while giving them relevant Mathematics which can be used in other classes as
well. Graphing calculators are used sparingly and only as a tool to enhance the Mathematics, not
to replace it. The answers to nearly all of the computational homework exercises are given in the


http://www.stitz-zeager.com
http://www.lulu.com/content/paperback-book/college-algebra/7513097
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text and we have gone to great lengths to write some very thought provoking discussion questions
whose answers are not given. One will notice that our exercise sets are much shorter than the
traditional sets of nearly 100 “drill and kill” questions which build skill devoid of understanding.
Our experience has been that students can do about 15-20 homework exercises a night so we very
carefully chose smaller sets of questions which cover all of the necessary skills and get the students
thinking more deeply about the Mathematics involved.

Critics of the Open Educational Resource movement might quip that “open-source is where bad
content goes to die,” to which I say this: take a serious look at what we offer our students. Look
through a few sections to see if what we’ve written is bad content in your opinion. I see this open-
source book not as something which is “free and worth every penny”, but rather, as a high quality
alternative to the business as usual of the textbook industry and I hope that you agree. If you have
any comments, questions or concerns please feel free to contact me at jeffQ@stitz-zeager.com or Carl
at carl@stitz-zeager.com.

Jeff Zeager
Lorain County Community College
January 25, 2010
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CHAPTER 10

FOUNDATIONS OF TRIGONOMETRY

10.1 ANGLES AND THEIR MEASURE

This section begins our study of Trigonometry and to get started, we recall some basic definitions
from Geometry. A ray is usually described as a ‘half-line’ and can be thought of as a line segment
in which one of the two endpoints is pushed off infinitely distant from the other, as pictured below.
The point from which the ray originates is called the initial point of the ray.

/

P
A ray with initial point P.

When two rays share a common initial point they form an angle and the common initial point is
called the vertex of the angle. Two examples of what are commonly thought of as angles are

\P/ g

An angle with vertex P. An angle with vertex Q.

However, the two figures below also depict angles - albeit these are, in some sense, extreme cases.
In the first case, the two rays are directly opposite each other forming what is known as a straight
angle; in the second, the rays are identical so the ‘angle’ is indistinguishable from the ray itself.

Q\
P
A straight angle.

The measure of an angle is a number which indicates the amount of rotation that separates the
rays of the angle. There is one immediate problem with this, as pictured below.
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Which amount of rotation are we attempting to quantify? What we have just discovered is that
we have at least two angles described by this diagram.! Clearly these two angles have different
measures because one appears to represent a larger rotation than the other, so we must label them
differently. In this book, we use lower case Greek letters such as « (alpha), 8 (beta), v (gamma)
and 6 (theta) to label angles. So, for instance, we have

; Jo

One commonly used system to measure angles is degree measure. Quantities measured in degrees
are denoted by the familiar ‘°> symbol. One complete revolution as shown below is 360°, and parts
of a revolution are measured proportionately.? Thus half of a revolution (a straight angle) measures
1 (360°) = 180°, a quarter of a revolution (a right angle) measures 1 (360°) = 90° and so on.

Q N 7

One revolution < 360° 180° 90°

Note that in the above figure, we have used the small square ‘I’ to denote a right angle, as is
commonplace in Geometry. Recall that if an angle measures strictly between 0° and 90° it is called
an acute angle and if it measures strictly between 90° and 180° it is called an obtuse angle.
It is important to note that, theoretically, we can know the measure of any angle as long as we

!The phrase ‘at least’ will be justified in short order.
2The choice of ‘360’ is most often attributed to the Babylonians.


http://en.wikipedia.org/wiki/Degree_(angle)
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know the proportion it represents of entire revolution.? For instance, the measure of an angle which
represents a rotation of 2 of a revolution would measure % (360°) = 240°, the measure of an angle
which constitutes only 15 of a revolution measures 1—12 (360°) = 30° and an angle which indicates
no rotation at all is measured as 0°.

240° 30° 0°

Using our definition of degree measure, we have that 1° represents the measure of an angle which

constitutes 3—(1),0 of a revolution. Even though it may be hard to draw, it is nonetheless not difficult

to imagine an angle with measure smaller than 1°. There are two ways to subdivide degrees. The

first, and most familiar, is decimal degrees. For example, an angle with a measure of 30.5° would
30.5 _

represent a rotation halfway between 30° and 31°, or equivalently, 552 = % of a full rotation. This

can be taken to the limit using Calculus so that measures like V2 ° make sense.* The second way
to divide degrees is the Degree - Minute - Second (DMS) system. In this system, one degree is
divided equally into sixty minutes, and in turn, each minute is divided equally into sixty seconds.’
In symbols, we write 1° = 60’ and 1’ = 60”, from which it follows that 1° = 3600”. To convert a
measure of 42.125° to the DMS system, we start by noting that 42.125° = 42° +0.125°. Converting

the partial amount of degrees to minutes, we find 0.125° (i—({) =75 =17 +0.5. Converting the

partial amount of minutes to seconds gives 0.5’ (6?,”) = 30”. Putting it all together yields

42.125° = 42° +0.125°
= 42°+ 7.5
= 42°4 7 +0.5
= 42°+7 + 30
= 42°7'30"
On the other hand, to convert 117°15'45” to decimal degrees, we first compute 15 (é—&) = io

1° _1¢°
45” (W) =30 - Then we ﬁnd

3This is how a protractor is graded.
4 Awesome math pun aside, this is the same idea behind defining irrational exponents in Section 6.1.
5Does this kind of system seem familiar?
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117°15'45" = 117° + 15’ + 45"
= U7+ +4°
9381°
80
= 117.2625°

Recall that two acute angles are called complementary angles if their measures add to 90°.
Two angles, either a pair of right angles or one acute angle and one obtuse angle, are called
supplementary angles if their measures add to 180°. In the diagram below, the angles « and
are supplementary angles while the pair v and 6 are complementary angles.

B
<\9‘
[ X -
Supplementary Angles Complementary Angles

In practice, the distinction between the angle itself and its measure is blurred so that the sentence
‘ac is an angle measuring 42°’ is often abbreviated as ‘a = 42°." It is now time for an example.

Example 10.1.1. Let o = 111.371° and 8 = 37°28'17".
1. Convert a to the DMS system. Round your answer to the nearest second.
2. Convert 8 to decimal degrees. Round your answer to the nearest thousandth of a degree.
3. Sketch « and §.
4. Find a supplementary angle for .
5. Find a complementary angle for 5.
Solution.

1. To convert « to the DMS system, we start with 111.371° = 111° + 0.371°. Next we convert
0.371° (69,’> — 99.96'. Writing 22.26' = 22’ + 0.26/, we convert 0.26’ (60,”) — 15.6". Hence,

1 1

111.371° = 111°+0.371°
111° 4 22.26
111° + 22" 4+ 0.26’
111° 422" +15.6"
= 111°22'15.6"

Rounding to seconds, we obtain o &~ 111°22'16".
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2. To convert 3 to decimal degrees, we convert, 28’ (i) = Z°%and 17" (

60"/ — 15
it all together, we have

1° ) 17

o] .
3600) = 3600 - D utting

37°28'17" = 37° + 28 + 17"
_ gm0 T©°, 17.°
134897°
3600
~ 3r.471°

3. To sketch «, we first note that 90° < o < 180°. If we divide this range in half, we get
90° < a < 135°, and once more, we have 90° < a < 112.5°. This gives us a pretty good
estimate for «, as shown below.® Proceeding similarly for 8, we find 0° < 3 < 90°, then
0° < B < 45°, 22.5° < 8 < 45°, and lastly, 33.75° < 8 < 45°.

Angle g

4. To find a supplementary angle for «, we seek an angle 6 so that o + 8 = 180°. We get
6 = 180° — o = 180° — 111.371° = 68.629°.

5. To find a complementary angle for 3, we seek an angle v so that 5+~ = 90°. We get
v = 90° — 5 = 90° — 37°28'17”. While we could reach for the calculator to obtain an
approximate answer, we choose instead to do a bit of sexagesimal” arithmetic. We first
rewrite 90° = 90°0'0"” = 89°60'0” = 89°59’60”. In essence, we are ‘borrowing’ 1° = 60’
from the degree place, and then borrowing 1’ = 60" from the minutes place.® This yields,
v =90° — 37°28'17" = 89°59'60" — 37°28'17" = 52°31'43". O

Up to this point, we have discussed only angles which measure between 0° and 360°, inclusive.
Ultimately, we want to use the arsenal of Algebra which we have stockpiled in Chapters 1 through
9 to not only solve geometric problems involving angles, but also to extend their applicability to
other real-world phenomena. A first step in this direction is to extend our notion of ‘angle’ from
merely measuring an extent of rotation to quantities which can be associated with real numbers.
To that end, we introduce the concept of an oriented angle. As its name suggests, in an oriented

S1f this process seems hauntingly familiar, it should. Compare this method to the Bisection Method introduced
in Section 3.3.

"Like ‘latus rectum,’ this is also a real math term.

8This is the exact same kind of ‘borrowing’ you used to do in Elementary School when trying to find 300 — 125.
Back then, you were working in a base ten system; here, it is base sixty.
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angle, the direction of the rotation is important. We imagine the angle being swept out starting
from an initial side and ending at a terminal side, as shown below. When the rotation is
counter-clockwise’ from initial side to terminal side, we say that the angle is positive; when the
rotation is clockwise, we say that the angle is negative.

Initial Side

Initial Side

A positive angle, 45° A negative angle, —45°

At this point, we also extend our allowable rotations to include angles which encompass more than
one revolution. For example, to sketch an angle with measure 450° we start with an initial side,
rotate counter-clockwise one complete revolution (to take care of the ‘first’ 360°) then continue
with an additional 90° counter-clockwise rotation, as seen below.

N

450°

To further connect angles with the Algebra which has come before, we shall often overlay an angle
diagram on the coordinate plane. An angle is said to be in standard position if its vertex is
the origin and its initial side coincides with the positive x-axis. Angles in standard position are
classified according to where their terminal side lies. For instance, an angle in standard position
whose terminal side lies in Quadrant I is called a ‘Quadrant I angle’. If the terminal side of an
angle lies on one of the coordinate axes, it is called a quadrantal angle. Two angles in standard
position are called coterminal if they share the same terminal side.'” In the figure below, o = 120°
and f = —240° are two coterminal Quadrant II angles drawn in standard position. Note that
a = [+ 360°, or equivalently, 3 = o — 360°. We leave it as an exercise to the reader to verify that
coterminal angles always differ by a multiple of 360°.'' More precisely, if o and 3 are coterminal
angles, then 8 = a 4 360° - k where k is an integer.'?

9widdershins’

10Note that by being in standard position they automatically share the same initial side which is the positive z-axis.
"1t is worth noting that all of the pathologies of Analytic Trigonometry result from this innocuous fact.

12Recall that this means k = 0,+1, 42, .. ..
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Two coterminal angles, o = 120° and 8 = —240°, in standard position.

Example 10.1.2. Graph each of the (oriented) angles below in standard position and classify them
according to where their terminal side lies. Find three coterminal angles, at least one of which is
positive and one of which is negative.

1. o =60° 2. B =—-225° 3. v =540° 4. ¢ = —T750°
Solution.

1. To graph a = 60°, we draw an angle with its initial side on the positive z-axis and rotate
counter-clockwise 366%00 = % of a revolution. We see that « is a Quadrant [ angle. To find angles

which are coterminal, we look for angles 6 of the form 6 = « + 360° - k, for some integer k.
When k£ = 1, we get 8 = 60°4360° = 420°. Substituting k = —1 gives § = 60°—360° = —300°.
Finally, if we let k = 2, we get § = 60° + 720° = 780°.

2. Since 8 = —225° is negative, we start at the positive z-axis and rotate clockwise 555 = 3
a revolution. We see that § is a Quadrant II angle. To find coterminal angles, we proceed as
before and compute 8 = —225° + 360° - k£ for integer values of k. We find 135°, —585° and
495° are all coterminal with —225°.

o
225° __ 5 of

AY

N W

a = 60° in standard position. [ = —225° in standard position.
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3. Since v = 540° is positive, we rotate counter-clockwise from the positive x-axis. One full
revolution accounts for 360°, with 180°, or % of a revolution remaining. Since the terminal
side of  lies on the negative z-axis, v is a quadrantal angle. All angles coterminal with v are
of the form 6 = 540° 4 360° - k, where k is an integer. Working through the arithmetic, we

find three such angles: 180°, —180° and 900°.

4. The Greek letter ¢ is pronounced ‘fee’ or ‘fie’ and since ¢ is negative, we begin our rotation
clockwise from the positive x-axis. Two full revolutions account for 720°, with just 30° or %
of a revolution to go. We find that ¢ is a Quadrant IV angle. To find coterminal angles, we

compute § = —750° + 360° - k for a few integers k and obtain —390°, —30° and 330°.

AY AY

4 xT
<2
-3
—4 —4
~v = 540° in standard position. ¢ = —750° in standard position.

O]

Note that since there are infinitely many integers, any given angle has infinitely many coterminal
angles, and the reader is encouraged to plot the few sets of coterminal angles found in Example
10.1.2 to see this. We are now just one step away from completely marrying angles with the real
numbers and the rest of Algebra. To that end, we recall this definition from Geometry.

Definition 10.1. The real number 7 is defined to be the ratio of a circle’s circumference to its
diameter. In symbols, given a circle of circumference C' and diameter d,

_C
=4
While Definition 10.1 is quite possibly the ‘standard’ definition of m, the authors would be remiss
if we didn’t mention that buried in this definition is actually a theorem. As the reader is probably
aware, the number 7 is a mathematical constant - that is, it doesn’t matter which circle is selected,
the ratio of its circumference to its diameter will have the same value as any other circle. While
this is indeed true, it is far from obvious and leads to a counterintuitive scenario which is explored
in the Exercises. Since the diameter of a circle is twice its radius, we can quickly rearrange the

equation in Definition 10.1 to get a formula more useful for our purposes, namely: 27 = —
,
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This tells us that for any circle, the ratio of its circumference to its radius is also always constant;
in this case the constant is 2w. Suppose now we take a portion of the circle, so instead of comparing
the entire circumference C to the radius, we compare some arc measuring s units in length to the
radius, as depicted below. Let 8 be the central angle subtended by this arc, that is, an angle
whose vertex is the center of the circle and whose determining rays pass through the endpoints of
the arc. Using proportionality arguments, it stands to reason that the ratio % should also be a

constant among all circles, and it is this ratio which defines the radian measure of an angle.

The radian measure of 6 is ;
To get a better feel for radian measure, we note that an angle with radian measure 1 means the
corresponding arc length s equals the radius of the circle r, hence s = r. When the radian measure
is 2, we have s = 2r; when the radian measure is 3, s = 3r, and so forth. Thus the radian measure
of an angle # tells us how many ‘radius lengths’ we need to sweep out along the circle to subtend
the angle 6.

r r
‘\a
r r
« has radian measure 1 [ has radian measure 4

Since one revolution sweeps out the entire circumference 27r, one revolution has radian measure

27r
—— = 27r. From this we can find the radian measure of other central angles using proportions,
r
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just like we did with degrees. For instance, half of a revolution has radian measure %(27r) =, a
quarter revolution has radian measure %(277) = 7, and so forth. Note that, by definition, the radian
measure of an angle is a length divided by another length so that these measurements are actually
dimensionless and are considered ‘pure’ numbers. For this reason, we do not use any symbols to
denote radian measure, but we use the word ‘radians’ to denote these dimensionless units as needed.
For instance, we say one revolution measures ‘27 radians,” half of a revolution measures ‘w radians,’

and so forth.

As with degree measure, the distinction between the angle itself and its measure is often blurred

in practice, so when we write ‘0 = 5’, we mean 6 is an angle which measures 3 radians.'? We

extend radian measure to oriented angles, just as we did with degrees beforehand, szo that a positive
measure indicates counter-clockwise rotation and a negative measure indicates clockwise rotation.'*
Much like before, two positive angles v and § are supplementary if a + 8 = 7 and complementary
if 4+ 3 = 3. Finally, we leave it to the reader to show that when using radian measure, two angles

« and B are coterminal if and only if 8 = o + 27k for some integer k.

Example 10.1.3. Graph each of the (oriented) angles below in standard position and classify them
according to where their terminal side lies. Find three coterminal angles, at least one of which is
positive and one of which is negative.

Solution.

1. The angle o = % is positive, so we draw an angle with its initial side on the positive z-axis and

rotate counter-clockwise (T;Cr 6 — 1—12 of a revolution. Thus « is a Quadrant I angle. Coterminal

angles 0 are of the form 0 = a + 27 - k, for some integer k. To make the arithmetic a bit

easier, we note that 2w = 1%“, thus when k = 1, we get 0 = § + 1%“ = 1%”. Substituting
k=-1 gives@z%—l%’r:—l%7r andwhenweletk:2,weg6t0:%+MT”:25T”.

2. Since = —%’r is negative, we start at the positive z-axis and rotate clockwise % = % of
a revolution. We find 8 to be a Quadrant II angle. To find coterminal angles, we proceed as
before using 27 = %”, and compute 0 = _4% + %’r - k for integer values of k. We obtain 2%,
—107” and %” as coterminal angles.

13The authors are well aware that we are now identifying radians with real numbers. We will justify this shortly.
14This, in turn, endows the subtended arcs with an orientation as well. We address this in short order.
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-3
—4 —4
a = % in standard position. 8= —47” in standard position.
3. Since v = %’r is positive, we rotate counter-clockwise from the positive x-axis. One full

revolution accounts for 27 = %’T of the radian measure with 7 or % of a revolution remaining.
We have v as a Quadrant I angle. All angles coterminal with «y are of the form 6 = %T + %’r -k,
where k is an integer. Working through the arithmetic, we find: 7, — T and 177“.

1
4. To graph ¢ = —57“, we begin our rotation clockwise from the positive x-axis. As 27 = 47“,
after one full revolution clockwise, we have 7 or i of a revolution remaining. Since the
terminal side of ¢ lies on the negative y-axis, ¢ is a quadrantal angle. To find coterminal
angles, we compute 0 = —57” + 47” -k for a few integers k and obtain —7, 37” and %’r
AY AY
4
x
-3
—4 —4
v = %r in standard position. ¢ = —57” in standard position.
O

It is worth mentioning that we could have plotted the angles in Example 10.1.3 by first converting
them to degree measure and following the procedure set forth in Example 10.1.2. While converting
back and forth from degrees and radians is certainly a good skill to have, it is best that you
learn to ‘think in radians’ as well as you can ‘think in degrees’. The authors would, however, be
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derelict in our duties if we ignored the basic conversion between these systems altogether. Since

one revolution counter-clockwise measures 360° and the same angle measures 27 radians, we can

use the proportion %ﬁ}f‘ns, or its reduced equivalent, %, as the conversion factor between
m radians

the two systems. For example, to convert 60° to radians we find 60° ( 1500 ) = jradians, or

simply §. To convert from radian measure back to degrees, we multiply by the ratio Wijg;an. For

example, —%’r radians is equal to (—%’r radians) (mla%(i;ns) = —150°."5 Of particular interest is the

fact that an angle which measures 1 in radian measure is equal to % ~ 57.2958°.

We summarize these conversions below.

Equation 10.1. Degree - Radian Conversion:

7 radians
180°

180°
7 radians

e To convert degree measure to radian measure, multiply by

e To convert radian measure to degree measure, multiply by

In light of Example 10.1.3 and Equation 10.1, the reader may well wonder what the allure of radian
measure is. The numbers involved are, admittedly, much more complicated than degree measure.
The answer lies in how easily angles in radian measure can be identified with real numbers. Consider
the Unit Circle, 22 +y? = 1, as drawn below, the angle 6 in standard position and the corresponding
arc measuring s units in length. By definition, and the fact that the Unit Circle has radius 1, the
radian measure of # is — = ; = s so that, once again blurring the distinction between an angle

r
and its measure, we have § = s. In order to identify real numbers with oriented angles, we make
good use of this fact by essentially ‘wrapping’ the real number line around the Unit Circle and
associating to each real number t an oriented arc on the Unit Circle with initial point (1,0).

Viewing the vertical line x = 1 as another real number line demarcated like the y-axis, given a real
number ¢ > 0, we ‘wrap’ the (vertical) interval [0, ¢] around the Unit Circle in a counter-clockwise
fashion. The resulting arc has a length of ¢ units and therefore the corresponding angle has radian
measure equal to t. If ¢ < 0, we wrap the interval [¢,0] clockwise around the Unit Circle. Since
we have defined clockwise rotation as having negative radian measure, the angle determined by
this arc has radian measure equal to ¢. If ¢ = 0, we are at the point (1,0) on the z-axis which
corresponds to an angle with radian measure 0. In this way, we identify each real number ¢ with
the corresponding angle with radian measure ¢.

15Note that the negative sign indicates clockwise rotation in both systems, and so it is carried along accordingly.
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*\0 *\t
wl x { 1 * { /t 1 z

On the Unit Circle, 6 = s. Identifying ¢t > 0 with an angle. Identifying ¢ < 0 with an angle.

Example 10.1.4. Sketch the oriented arc on the Unit Circle corresponding to each of the following
real numbers.

L o3 2. t=—2r 3. t=—2 4.t =117
4
Solution.
1. The arc associated with ¢t = %” is the arc on the Unit Circle which subtends the angle ?ﬁf in

radian measure. Since 3[{ is % of a revolution, we have an arc which begins at the point (1,0)

proceeds counter-clockwise up to midway through Quadrant II.

2. Since one revolution is 27 radians, and ¢ = —2x is negative, we graph the arc which begins
at (1,0) and proceeds clockwise for one full revolution.
4 Yy
/_ 1 1
1 z 1 T
t=231 t=—2m
3. Like t = —2m, t = —2 is negative, so we begin our arc at (1,0) and proceed clockwise around

the unit circle. Since 7 ~ 3.14 and § ~ 1.57, we find that rotating 2 radians clockwise from
the point (1,0) lands us in Quadrant III. To more accurately place the endpoint, we proceed
as we did in Example 10.1.1, successively halving the angle measure until we find %” ~ 1.96
which tells us our arc extends just a bit beyond the quarter mark into Quadrant III.
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4. Since 117 is positive, the arc corresponding to ¢t = 117 begins at (1,0) and proceeds counter-
clockwise. As 117 is much greater than 27, we wrap around the Unit Circle several times
before finally reaching our endpoint. We approximate % as 18.62 which tells us we complete
18 revolutions counter-clockwise with 0.62, or just shy of % of a revolution to spare. In other
words, the terminal side of the angle which measures 117 radians in standard position is just
short of being midway through Quadrant III.

Y Y

1 1

10.1.1 APPLICATIONS OF RADIAN MEASURE: CIRCULAR MOTION

Now that we have paired angles with real numbers via radian measure, a whole world of applications
awaits us. Our first excursion into this realm comes by way of circular motion. Suppose an object
is moving as pictured below along a circular path of radius r from the point P to the point @ in
an amount of time ¢.

Q
O\
r P

Here s represents a displacement so that s > 0 means the object is traveling in a counter-clockwise
direction and s < 0 indicates movement in a clockwise directgon. Note that with this convention
the formula we used to define radian measure, namely 8 = —, still holds since a negative value

r
of s incurred from a clockwise displacement matches the negative we assign to 6 for a clockwise

rotation. In Physics, the average velocity of the object, denoted ¥ and read as ‘v-bar’, is defined
as the average rate of change of the position of the object with respect to time.'® As a result, we

16See Definition 2.3 in Section 2.1 for a review of this concept.
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displacement
time

in which the object is moving and how fast the position of the object is changing. The contribution
of direction in the quantity v is either to make it positive (in the case of counter-clockwise motion)
or negative (in the case of clockwise motion), so that the quantity |v| quantifies how fast the object

s
have v = = —. The quantity v has units of % and conveys two ideas: the direction

is moving - it is the speed of the object. Measuring # in radians we have § = — thus s = rf and
r
_ s ro 0
n=--=—=7--—
t t t

0
The quantity — is called the average angular velocity of the object. It is denoted by w and is

read ‘omega-bar’. The quantity w is the average rate of change of the angle § with respect to time
and thus has units raﬁ% If @ is constant throughout the duration of the motion, then it can be
shown'” that the average velocities involved, namely T and @, are the same as their instantaneous
counterparts, v and w, respectively. In this case, v is simply called the ‘velocity’ of the object and
is the instantaneous rate of change of the position of the object with respect to time.!'® Similarly,
w is called the ‘angular velocity’ and is the instantaneous rate of change of the angle with respect

to time.

If the path of the object were ‘uncurled’ from a circle to form a line segment, then the velocity of
the object on that line segment would be the same as the velocity on the circle. For this reason,
the quantity v is often called the linear velocity of the object in order to distinguish it from the
angular velocity, w. Putting together the ideas of the previous paragraph, we get the following.

Equation 10.2. Velocity for Circular Motion: For an object moving on a circular path of
radius r with constant angular velocity w, the (linear) velocity of the object is given by v = rw.

length
time

. Thus the left hand side of the equation v = rw has units

the units of r are length only, and

length
time

We need to talk about units here. The units of v are
radians

time K .
the right hand side has units length - radians — lengt?i';idlans. The supposed contradiction in units is
resolved by remembering that radians are a dimensionless quantity and angles in radian measure
are identified with real numbers so that the units ‘eR8thradians o qyce to the units 288 We are

time time °
long overdue for an example.

the units of w are whereas

Example 10.1.5. Assuming that the surface of the Earth is a sphere, any point on the Earth can
be thought of as an object traveling on a circle which completes one revolution in (approximately)
24 hours. The path traced out by the point during this 24 hour period is the Latitude of that point.
Lakeland Community College is at 41.628° north latitude, and it can be shown'? that the radius of
the earth at this Latitude is approximately 2960 miles. Find the linear velocity, in miles per hour,
of Lakeland Community College as the world turns.

Solution. To use the formula v = rw, we first need to compute the angular velocity w. The earth

makes one revolution in 24 hours, and one revolution is 27 radians, so w = 2Zradians _ s
’ ’ 24 hours 12 hours’

1"You guessed it, using Calculus . ..
18See the discussion on Page 161 for more details on the idea of an ‘instantaneous’ rate of change.
19WWe will discuss how we arrived at this approximation in Example 10.2.6.
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where, once again, we are using the fact that radians are real numbers and are dimensionless. (For
simplicity’s sake, we are also assuming that we are viewing the rotation of the earth as counter-
clockwise so w > 0.) Hence, the linear velocity is

. s miles
v = 2960 miles - m ~ 775 hour

O]

1 revolution

It is worth noting that the quantity =537 = 2* in Example 10.1.5 is called the ordinary frequency
of the motion and is usually denoted by the variable f. The ordinary frequency is a measure of
how often an object makes a complete cycle of the motion. The fact that w = 2 f suggests that w
is also a frequency. Indeed, it is called the angular frequency of the motion. On a related note,

1
the quantity 7" = — is called the period of the motion and is the amount of time it takes for the

object to complete one cycle of the motion. In the scenario of Example 10.1.5, the period of the
motion is 24 hours, or one day.

The concepts of frequency and period help frame the equation v = rw in a new light. That is, if w
is fixed, points which are farther from the center of rotation need to travel faster to maintain the
same angular frequency since they have farther to travel to make one revolution in one period’s
time. The distance of the object to the center of rotation is the radius of the circle, r, and is
the ‘magnification factor’ which relates w and v. We will have more to say about frequencies and
periods in Section 11.1. While we have exhaustively discussed velocities associated with circular
motion, we have yet to discuss a more natural question: if an object is moving on a circular path
of radius r with a fixed angular velocity (frequency) w, what is the position of the object at time ¢?
The answer to this question is the very heart of Trigonometry and is answered in the next section.
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10.1.2 EXERCISES

In Exercises 1 - 4, convert the angles into the DMS system. Round each of your answers to the
nearest second.

1. 63.75° 2. 200.325° 3. —317.06° 4. 179.999°

In Exercises 5 - 8, convert the angles into decimal degrees. Round each of your answers to three
decimal places.

5. 125°50 6. —32°10"12" 7. 502°35 8. 237°58'43"

In Exercises 9 - 28, graph the oriented angle in standard position. Classify each angle according to

where its terminal side lies and then give two coterminal angles, one of which is positive and the
other negative.

9. 330° 10. —135° 11. 120° 12. 405°
5% 117 5
13. —270° 14. 15. —— 16. —
6 3 4
3T T 7T T
17. 18. —— 19. 20. —
7 1 8 3 9 > 0 1
21. -~ 92 T 93, T 24. 3
2 6 3
T 157 137
25. —2 26. —— 27. 28, ——
5 T 6 7 7 1 8 5

In Exercises 29 - 36, convert the angle from degree measure into radian measure, giving the exact
value in terms of 7.

29. 0° 30. 240° 31. 135° 32. =270°

33. —315° 34. 150° 35. 45° 36. —225°

In Exercises 37 - 44, convert the angle from radian measure into degree measure.

2 7T 117
37. 38, —— 39. 40.
T 3 6 6
s 5T T s
41. — 42. 43. —— 44. —
3 3 6 2
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In Exercises 45 - 49, sketch the oriented arc on the Unit Circle which corresponds to the given real
number.

45.

50.

51.

52.

53.

54.

55.

56.

t =21 46. t = —7 47. t =6 48. t = —2 49. t =12

A yo-yo which is 2.25 inches in diameter spins at a rate of 4500 revolutions per minute. How
fast is the edge of the yo-yo spinning in miles per hour? Round your answer to two decimal
places.

How many revolutions per minute would the yo-yo in exercise 50 have to complete if the edge
of the yo-yo is to be spinning at a rate of 42 miles per hour? Round your answer to two
decimal places.

In the yo-yo trick ‘Around the World,” the performer throws the yo-yo so it sweeps out a
vertical circle whose radius is the yo-yo string. If the yo-yo string is 28 inches long and the
yo-yo takes 3 seconds to complete one revolution of the circle, compute the speed of the yo-yo
in miles per hour. Round your answer to two decimal places.

A computer hard drive contains a circular disk with diameter 2.5 inches and spins at a rate
of 7200 RPM (revolutions per minute). Find the linear speed of a point on the edge of the
disk in miles per hour.

A rock got stuck in the tread of my tire and when I was driving 70 miles per hour, the rock
came loose and hit the inside of the wheel well of the car. How fast, in miles per hour, was
the rock traveling when it came out of the tread? (The tire has a diameter of 23 inches.)

The Giant Wheel at Cedar Point is a circle with diameter 128 feet which sits on an 8 foot tall
platform making its overall height is 136 feet. (Remember this from Exercise 17 in Section
7.27) It completes two revolutions in 2 minutes and 7 seconds.?’ Assuming the riders are at
the edge of the circle, how fast are they traveling in miles per hour?

Consider the circle of radius r pictured below with central angle 8, measured in radians, and
subtended arc of length s. Prove that the area of the shaded sector is A = %TQG.

(Hint: Use the proportion A = 2 )

area of the circle circumference of the circle "

2980urce: Cedar Point’s webpage.



http://www.cedarpoint.com/public/park/rides/tranquil/giant_wheel.cfm
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In Exercises 57 - 62, use the result of Exercise 56 to compute the areas of the circular sectors with
the given central angles and radii.

57.9:%,r:12 58.0:%,7«:100 59. 6 =330°, r =9.3
60. 0 =m, r=1 61. 6 =240°, r =5 62. 0 =1° r=117

63. Imagine a rope tied around the Earth at the equator. Show that you need to add only 27 feet
of length to the rope in order to lift it one foot above the ground around the entire equator.
(You do NOT need to know the radius of the Earth to show this.)

64. With the help of your classmates, look for a proof that m is indeed a constant.
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10.1.3 ANSWERS

1. 63°45 2. 200°19'30”

5. 125.833° 6. —32.17°

9. 330° is a Quadrant IV angle
coterminal with 690° and —30°
AY

=N W

11. 120° is a Quadrant IT angle
coterminal with 480° and —240°

AY
4

3
1/2\
1 23 4° 7%

13. —270° lies on the positive y-axis

coterminal with 90° and —630°

Y

[ CATEC TN

1 2/3 4

FOUNDATIONS OF TRIGONOMETRY

3. —317°3'36" 4. 179°59'56"
7. 502.583° 8. 237.979°

10. —135° is a Quadrant III angle
coterminal with 225° and —495°

12. 405° is a Quadrant I angle
coterminal with 45° and —315°
AY

N W

14. 5% is a Quadrant II angle

177 T
coterminal with — and ——
6 6
AY
4
3
2
1
—4-3-2-1, 1 2 3 4%
-2
-3
—4
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15. _117# is a Quadrant I angle
coterminal with il and —51
3 3
AY

4

3

2

1

—4-3-2X1, 2 3 4 %
-2
-3

3
17. ZTF is a Quadrant II angle
o

7r
terminal with — and ——
coterminal wi 1 o 1

7
19. l lies on the negative y-axis

coterminal with 37# and —g

AY

—4-3-2

713

5
16. Zﬁ is a Quadrant III angle

3
coterminal with Tﬂ and — 2%

4

AY

4
3
2
1

xT

18. —g is a Quadrant IV angle

coterminal with o and —7—7r
3 3
AY
4
3
2
1

X
1 1734
-2

20. g is a Quadrant I angle

coterminal with g—ﬂ and —7—7r
4 4
AY
4
3
2
A
—4-3-2-1 1234 7
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0
21. —— lies on the negative y-axis

5m

coterminal with 77( and -

AY

=N W

T
1 1 2/3 4
—2

5
23. —g is a Quadrant I angle

117

T
coterminal with — and ———
WIS 3

AY

=N W

—4-3+2-1 1 2/3 4

25. —27 lies on the positive z-axis

coterminal with 27 and —4x

AY
4
3
2
—4—3—2—;61 123 4 7
-2
-3

FOUNDATIONS OF TRIGONOMETRY

7
22. % is a Quadrant III angle

coterminal with il and —51
6 6
AY
4
3
2
1
—4-34247 1 2 3 4 7
-2
-3
—4

24. 37 lies on the negative z-axis

coterminal with 7 and —n

26. —% is a Quadrant IV angle

coterminal with 7—7T and _Qi
4 4
AY
4
3
2
1

—4-3-2-1, \I ?/3 4"



10.1 ANGLES AND THEIR MEASURE

15
27. Tﬂ is a Quadrant IV angle

T T
coterminal with — and ——

4 4
AY
4
3
2
—4-3-2\1 2 3 4 °F
-3
—4
47
29. 0 30. —
3
T o7
33. —— 34. —
4 6
37. 180° 38. —120°
41. 60° 42. 300°
T
45. t = —
6
y
T
{ . \1 T
47. t =6

13
28. —% is a Quadrant IV angle
coterminal with ] and _r
6 6
AY
4
3
2
—4-3-2-1y 2 3 4 °F
-2
-3
—4
3 3
31. — 32, =
4 2
T 5
35. — 36. — =
4 4
39. 210° 40. 330°
43. —30° 44. 90°
46. t = —7
Y
11
48. t = -2
y

715
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49. t = 12 (between 1 and 2 revolutions)

50.
52.
54.
57.

59.

61.

e
i

About 30.12 miles per hour

About 3.33 miles per hour
70 miles per hour
127 square units

79.28257 =~ 249.07 square units

07 .
KN square units

o1.

93.

95.

o8.

60.

62.

FOUNDATIONS OF TRIGONOMETRY

About 6274.52 revolutions per minute
About 53.55 miles per hour

About 4.32 miles per hour

62507 square units

™ .
5 square units

38.0257 &~ 119.46 square units
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10.2 THE UNIT CIRCLE: COSINE AND SINE

In Section 10.1.1, we introduced circular motion and derived a formula which describes the linear
velocity of an object moving on a circular path at a constant angular velocity. One of the goals of
this section is describe the position of such an object. To that end, consider an angle 6 in standard
position and let P denote the point where the terminal side of 6 intersects the Unit Circle. By
associating the point P with the angle 6, we are assigning a position on the Unit Circle to the angle
0. The z-coordinate of P is called the cosine of 6, written cos(6), while the y-coordinate of P is
called the sine of 6, written sin(f).! The reader is encouraged to verify that these rules used to
match an angle with its cosine and sine do, in fact, satisfy the definition of a function. That is, for

each angle 6, there is only one associated value of cos(f) and only one associated value of sin(6).
y y

P(cos(6),sin(0))

N : N

Example 10.2.1. Find the cosine and sine of the following angles.

1. 8 =270° 2. 0=—m 3. 60 =45° 4. 0 = 5. 0 =60°

ol

Solution.

1. To find cos (270°) and sin (270°), we plot the angle # = 270° in standard position and find
the point on the terminal side of 6 which lies on the Unit Circle. Since 270° represents % of a
counter-clockwise revolution, the terminal side of 8 lies along the negative y-axis. Hence, the
point we seek is (0, —1) so that cos (270°) = 0 and sin (270°) = —1.

2. The angle § = —m represents one half of a clockwise revolution so its terminal side lies on the
negative z-axis. The point on the Unit Circle that lies on the negative z-axis is (—1,0) which
means cos(—m) = —1 and sin(—7) = 0.

!The etymology of the name ‘sine’ is quite colorful, and the interested reader is invited to research it; the ‘co’ in
‘cosine’ is explained in Section 10.4.
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0 = 270°

ATV e
N

L 2

NV

2

P(0, 1)

Finding cos (270°) and sin (270°) Finding cos (—) and sin (—)

3. When we sketch § = 45° in standard position, we see that its terminal does not lie along

any of the coordinate axes which makes our job of finding the cosine and sine values a bit
more difficult. Let P(x,y) denote the point on the terminal side of § which lies on the Unit
Circle. By definition, x = cos (45°) and y = sin (45°). If we drop a perpendicular line segment
from P to the z-axis, we obtain a 45° — 45° — 90° right triangle whose legs have lengths x
and y units. From Geometry,? we get y = x. Since P(x,y) lies on the Unit Circle, we have
x? +y? = 1. Substituting y = = into this equation yields 222 = 1, or z = i\/g = :l:@.
Since P(z,y) lies in the first quadrant, x > 0, so x = cos (45°) = @ and with y = x we have

y = sin (45°) = g

AR 45°

\9:450

2Can you show this?
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4. As before, the terminal side of # = % does not lie on any of the coordinate axes, so we proceed
using a triangle approach. Letting P(z,y) denote the point on the terminal side of § which
lies on the Unit Circle, we drop a perpendicular line segment from P to the z-axis to form
a 30° — 60° — 90° right triangle. After a bit of Geometry® we find y = % SO sin (%) =1

2
Since P(x,y) lies on the Unit Circle, we substitute y = % into 22 4+ y? =1 to get 2% = %, or
xzi@. Here,$>0s0$:cos(%) = \ég
y
|1
" P(z,y)
|
To-5,

5. Plotting 6§ = 60° in standard position, we find it is not a quadrantal angle and set about using
a triangle approach. Once again, we get a 30° — 60° — 90° right triangle and, after the usual

computations, find 2 = cos (60°) = 1 and y = sin (60°) = @

y
1
P

| (:E’ y) P(:Z:a y)

1

1 -

| 30°

*\0 = GOQ Y
L X
\9 = 60°
.
X
OJ

3 Again, can you show this?
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In Example 10.2.1, it was quite easy to find the cosine and sine of the quadrantal angles, but for
non-quadrantal angles, the task was much more involved. In these latter cases, we made good
use of the fact that the point P(z,y) = (cos(d),sin(f)) lies on the Unit Circle, 22 + y? = 1. If
we substitute = cos(f) and y = sin(f) into 22 + y* = 1, we get (cos(d))? + (sin(h))* = 1. An
unfortunate? convention, which the authors are compelled to perpetuate, is to write (cos(6))? as
cos?(6) and (sin(0))? as sin?(#). Rewriting the identity using this convention results in the following
theorem, which is without a doubt one of the most important results in Trigonometry.

Theorem 10.1. The Pythagorean Identity: For any angle 0, cos?(6) + sin?(6) = 1.

The moniker ‘Pythagorean’ brings to mind the Pythagorean Theorem, from which both the Distance
Formula and the equation for a circle are ultimately derived.® The word ‘Identity’ reminds us that,
regardless of the angle 6, the equation in Theorem 10.1 is always true. If one of cos(f) or sin(f) is
known, Theorem 10.1 can be used to determine the other, up to a (+) sign. If, in addition, we know
where the terminal side of # lies when in standard position, then we can remove the ambiguity of
the (£) and completely determine the missing value as the next example illustrates.

Example 10.2.2. Using the given information about 6, find the indicated value.
1. If 0 is a Quadrant II angle with sin(f) = %, find cos(#).
2. Tf m < 6 < 3 with cos(d) = —, find sin(6).
3. If sin(f) = 1, find cos(6).

Solution.

1. When we substitute sin(f) = 2 into The Pythagorean Identity, cos?(6) + sin?(6) = 1, we

obtain cos?(f) + 5= = 1. Solving, we find cos(§) = £3. Since 6 is a Quadrant II angle, its
terminal side, when plotted in standard position, lies in Quadrant II. Since the z-coordinates

are negative in Quadrant II, cos(f) is too. Hence, cos(f) = —%.

2. Substituting cos(f) = —@ into cos?(0) + sin?(#) = 1 gives sin(f) = i% = j:QT‘/g. Since we
are given that 7 < 0 < 37“, we know 6 is a Quadrant III angle. Hence both its sine and cosine
are negative and we conclude sin(6) = —%.

3. When we substitute sin(f) = 1 into cos?(#) + sin?() = 1, we find cos(f) = 0. O

Another tool which helps immensely in determining cosines and sines of angles is the symmetry
inherent in the Unit Circle. Suppose, for instance, we wish to know the cosine and sine of § = 5%.

We plot 6 in standard position below and, as usual, let P(x,y) denote the point on the terminal
side of ¢ which lies on the Unit Circle. Note that the terminal side of 0 lies ¢ radians short of one

half revolution. In Example 10.2.1, we determined that cos (%) = § and sin (%) = % This means

4This is unfortunate from a ‘function notation’ perspective. See Section 10.6.
®See Sections 1.1 and 7.2 for details.
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V3 1
2°2)"
From the figure below, it is clear that the point P(z,y) we seek can be obtained by reflecting that

that the point on the terminal side of the angle ¢, when plotted in standard position, is (

point about the y-axis. Hence, cos (%r) = —§ and sin (%’T) = %
y Yy
1 1

P(z,y) 0="F

S

/N
/
A
k

In the above scenario, the angle ¢ is called the reference angle for the angle %’T. In general, for

a non-quadrantal angle 6, the reference angle for 6 (usually denoted «) is the acute angle made
between the terminal side of 6 and the z-axis. If 0 is a Quadrant I or IV angle, « is the angle
between the terminal side of § and the positive z-axis; if 6 is a Quadrant II or III angle, « is
the angle between the terminal side of # and the negative x-axis. If we let P denote the point
(cos(),sin(f)), then P lies on the Unit Circle. Since the Unit Circle possesses symmetry with
respect to the x-axis, y-axis and origin, regardless of where the terminal side of 6 lies, there is a
point ) symmetric with P which determines 6’s reference angle, o as seen below.

Y Yy

Reference angle o for a Quadrant I angle

P

"/

.‘Q

e

Reference angle o for a Quadrant I angle



722 FOUNDATIONS OF TRIGONOMETRY

AW IO SO

P P

Reference angle a for a Quadrant III angle Reference angle o for a Quadrant IV angle

We have just outlined the proof of the following theorem.

Theorem 10.2. Reference Angle Theorem. Suppose « is the reference angle for . Then
cos(#) = £ cos(a) and sin(f) = £ sin(a), where the choice of the (+) depends on the quadrant
in which the terminal side of 0 lies.

In light of Theorem 10.2, it pays to know the cosine and sine values for certain common angles. In
the table below, we summarize the values which we consider essential and must be memorized.

Cosine and Sine Values of Common Angles

(degrees) | O(radians) || cos(f) | sin(@)
0° 0 1 0
30° : ¢ |3
45° i ¢ |7
60° P | ¢
90° z 0 1

Example 10.2.3. Find the cosine and sine of the following angles.
_ o _ 1 __5 _ T
1. 8 =225 2. 0= 3. 0=—2T 4. 0=
Solution.

1. We begin by plotting 8 = 225° in standard position and find its terminal side overshoots the
negative z-axis to land in Quadrant III. Hence, we obtain 8’s reference angle « by subtracting:
a =60 —180° = 225° — 180° = 45°. Since 6 is a Quadrant III angle, both cos(f) < 0 and



10.2 THE UNIT CIRCLE: COSINE AND SINE 723

sin(#) < 0. The Reference Angle Theorem yields: cos(225°) = —cos(45°) = —@ and
sin (225°) = — sin (45°) = — Y2,

2. The terminal side of 8 = HT”, when plotted in standard position, lies in Quadrant IV, just shy

of the positive z-axis. To find 0’s reference angle «, we subtract: o = 27w — 0 = 27 — HT“ =5
Since 0 is a Quadrant IV angle, cos(f) > 0 and sin(f) < 0, so the Reference Angle Theorem
gives: cos (HT”) = Cos (%) = @ and sin (HT”) = —sin (%) = —%.
y y
11 |1

AR
45:\\ ! ’

Cl
N

0=

Finding cos (225°) and sin (225°) Finding cos (HT’T) and sin (HT”)

3. To plot 8 = —%, we rotate clockwise an angle of %’T from the positive z-axis. The terminal
side of 0, therefore, lies in Quadrant II making an angle of a = %r — m = 7 radians with
respect to the negative z-axis. Since 6 is a Quadrant II angle, the Reference Angle Theorem
gives: cos (—%’r) = —cos (%) = —@ and sin (—%’r) = sin (%) = ?

4. Since the angle § = %’T measures more than 27 = %”, we find the terminal side of 6 by rotating
one full revolution followed by an additional a = %’r — 27 = % radians. Since ¢ and « are
coterminal, cos (%’r) = cos (%) = % and sin (%’r) = sin (%) = @

y y

|1 |1

Y7 | | 97;/ \\g
g T

Finding cos (—%ﬂ) and sin (_T) Finding cos (%’T) and sin (%ﬂ) ]
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The reader may have noticed that when expressed in radian measure, the reference angle for a
non-quadrantal angle is easy to spot. Reduced fraction multiples of m with a denominator of 6
have & as a reference angle, those with a denominator of 4 have 7 as their reference angle, and
those with a denominator of 3 have % as their reference angle.> The Reference Angle Theorem
in conjunction with the table of cosine and sine values on Page 722 can be used to generate the

following figure, which the authors feel should be committed to memory.

Y

(0,1)

Important Points on the Unit Circle

SFor once, we have something convenient about using radian measure in contrast to the abstract theoretical
nonsense about using them as a ‘natural’ way to match oriented angles with real numbers!
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The next example summarizes all of the important ideas discussed thus far in the section.

Example 10.2.4. Suppose « is an acute angle with cos(a) = 1%
1. Find sin(«) and use this to plot « in standard position.
2. Find the sine and cosine of the following angles:
(a) =7+« (b) 6 =27 — (¢) 6 =31 —« (d) 0=75+«

Solution.

1. Proceeding as in Example 10.2.2, we substitute cos(a) = & into cos?(@) + sin?*(a) = 1 and

find sin(a) = +£12. Since « is an acute (and therefore Quadrant I) angle, sin(a) is positive.

Hence, sin(a) = % To plot « in standard position, we begin our rotation on the positive
z-axis to the ray which contains the point (cos(a),sin(a)) = (3, 13).

Sketching «

2. (a) To find the cosine and sine of # = 7w + «a, we first plot € in standard position. We can
imagine the sum of the angles 7+« as a sequence of two rotations: a rotation of 7 radians
followed by a rotation of a radians.” We see that « is the reference angle for 6, so by
The Reference Angle Theorem, cos(f) = + cos(a) = £+ and sin(f) = +sin(a) = +12.
Since the terminal side of 6 falls in Quadrant III, both cos(f) and sin(f) are negative,

hence, cos(f) = —% and sin(f) = _%,

"Since m + a = a + 7, § may be plotted by reversing the order of rotations given here. You should do this.
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R ; ;
ANY/ B KN/

Visualizing 0 = 7w 4+ « 0 has reference angle «

(b) Rewriting § = 27 — a as 0 = 27 + (—«), we can plot 6 by visualizing one complete
revolution counter-clockwise followed by a clockwise revolution, or ‘backing up,” of «
radians. We see that « is 6’s reference angle, and since 6 is a Quadrant IV angle, the
Reference Angle Theorem gives: cos(¢) = = and sin(f) = —12.

Y Yy

S~
o)

1N ; ;
SV Jo)t

—p =y

Visualizing 8 = 27 — « 0 has reference angle «

(c) Taking a cue from the previous problem, we rewrite § = 37 — o as 6 = 3w + (—«). The
angle 37 represents one and a half revolutions counter-clockwise, so that when we ‘back
up’ « radians, we end up in Quadrant II. Using the Reference Angle Theorem, we get
cos(f) = — and sin(f) = 13.
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0
o
37 /

e ; A
. Kjl

N

Visualizing 37 — « 0 has reference angle «

(d) To plot § = T + «, we first rotate § radians and follow up with a radians. The reference

angle here is not a, so The Reference Angle Theorem is not immediately applicable.
(It’s important that you see why this is the case. Take a moment to think about this
before reading on.) Let Q(z,y) be the point on the terminal side of € which lies on the
Unit Circle so that x = cos(f) and y = sin(f). Once we graph « in standard position,
we use the fact that equal angles subtend equal chords to show that the dotted lines in

the figure below are equal. Hence, 2z = cos(6) = —%. Similarly, we find y = sin(6) = %
y y
11 1 5 12
0 P (T3’ ﬁ)
»K/ PN T~ a |/
‘\ Q (z,y) N
t ; - } - t ) -
Visualizing 0 = 3 + « Using symmetry to determine Q(z,y)
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Our next example asks us to solve some very basic trigonometric equations.®

Example 10.2.5. Find all of the angles which satisfy the given equation.

1. cos(f) = % 2. sin(f) = —% 3. cos() = 0.

Solution. Since there is no context in the problem to indicate whether to use degrees or radians,
we will default to using radian measure in our answers to each of these problems. This choice will
be justified later in the text when we study what is known as Analytic Trigonometry. In those
sections to come, radian measure will be the only appropriate angle measure so it is worth the time
to become “fluent in radians” now.

1. If cos(0) = %, then the terminal side of €, when plotted in standard position, intersects the

Unit Circle at x = % This means 6 is a Quadrant I or IV angle with reference angle 3.

<

Y
1

—_

/
wly
L ol

= T
—

8
—

8

ol

One solution in Quadrant I is # = %, and since all other Quadrant I solutions must be

coterminal with §, we find 6 = % + 27k for integers k.2 Proceeding similarly for the Quadrant
IV case, we find the solution to cos(d) = & here is 5{, so our answer in this Quadrant is

-2
0= %” + 27k for integers k.

2. If sin(0) = —%, then when 6 is plotted in standard position, its terminal side intersects the
Unit Circle at y = —%. From this, we determine 6 is a Quadrant III or Quadrant IV angle
with reference angle .

8We will study trigonometric equations more formally in Section 10.7. Enjoy these relatively straightforward
exercises while they last!

9Recall in Section 10.1, two angles in radian measure are coterminal if and only if they differ by an integer multiple
of 2. Hence to describe all angles coterminal with a given angle, we add 27k for integers k = 0, +1, £2, ....
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B
7
—
S
s
ol
—
83

_1 _

2 2
In Quadrant III, one solution is %r, so we capture all Quadrant III solutions by adding integer
multiples of 27: 6 = %’r + 27k. In Quadrant IV, one solution is HT” so all the solutions here

are of the form 6 = HT’T + 27k for integers k.
3. The angles with cos(f) = 0 are quadrantal angles whose terminal sides, when plotted in
standard position, lie along the y-axis.

Y Y

1 1
A

wola

jus
2

N TR
]

wola

While, technically speaking, 5 isn’t a reference angle we can nonetheless use it to find our

answers. If we follow the procedure set forth in the previous examples, we find 6 = 5 + 27k
and 0 = 37” + 27k for integers, k. While this solution is correct, it can be shortened to
0 = 5 + 7wk for integers k. (Can you see why this works from the diagram?) O

One of the key items to take from Example 10.2.5 is that, in general, solutions to trigonometric
equations consist of infinitely many answers. To get a feel for these answers, the reader is encouraged
to follow our mantra from Chapter 9 - that is, ‘When in doubt, write it out!” This is especially
important when checking answers to the exercises. For example, another Quadrant IV solution to
sin(f) = —% is ¢ = —%. Hence, the family of Quadrant IV answers to number 2 above could just
have easily been written § = —% + 27k for integers k. While on the surface, this family may look
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different than the stated solution of § = HT” + 27k for integers k, we leave it to the reader to show
they represent the same list of angles.

10.2.1 BEvYoND THE UNIT CIRCLE

We began the section with a quest to describe the position of a particle experiencing circular motion.
In defining the cosine and sine functions, we assigned to each angle a position on the Unit Circle. In
this subsection, we broaden our scope to include circles of radius r centered at the origin. Consider
for the moment the acute angle § drawn below in standard position. Let Q(z,y) be the point on
the terminal side of § which lies on the circle 22 + y? = 72, and let P(z’,3) be the point on the
terminal side of  which lies on the Unit Circle. Now consider dropping perpendiculars from P and
Q to create two right triangles, AOPA and AOQB. These triangles are similar,'? thus it follows
that & = { = r, so x = 72’ and, similarly, we find y = ry’. Since, by definition, 2’ = cos(f) and
y' = sin(f), we get the coordinates of @ to be x = rcos(f) and y = rsin(f). By reflecting these
points through the x-axis, y-axis and origin, we obtain the result for all non-quadrantal angles 6,
and we leave it to the reader to verify these formulas hold for the quadrantal angles.

y Yy

Q (z,y)
Q(z,y) = (rcos(0), rsin(h))

P (' y)

N |1

z P y')

N 4

o A(z',0) B(z,0) x

Not only can we describe the coordinates of @ in terms of cos() and sin(#) but since the radius of
the circle is r = y/x2 + y2, we can also express cos(f) and sin(f) in terms of the coordinates of Q.
These results are summarized in the following theorem.

Theorem 10.3. If Q(z,y) is the point on the terminal side of an angle 6, plotted in standard
position, which lies on the circle 22 + y? = 72 then x = r cos(#) and y = rsin(§). Moreover,

cos(f) == = ———— and sin(g) =< = —7

Do you remember why?
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Note that in the case of the Unit Circle we have r = \/x2 + y2 = 1, so Theorem 10.3 reduces to
our definitions of cos(f) and sin(6).

Example 10.2.6.

1. Suppose that the terminal side of an angle 6, when plotted in standard position, contains the
point Q(4, —2). Find sin(#) and cos().

2. In Example 10.1.5 in Section 10.1, we approximated the radius of the earth at 41.628° north
latitude to be 2960 miles. Justify this approximation if the radius of the Earth at the Equator
is approximately 3960 miles.

Solution.

1. Using Theorem 10.3 with 2 = 4 and y = —2, we find 7 = \/(4)2 + (-2)2 = v/20 = 2V/5 s0
that cos(f) = £ = 2%/5 = % and sin(f) = ¥ = 2;\/25 = —?.

2. Assuming the Earth is a sphere, a cross-section through the poles produces a circle of radius
3960 miles. Viewing the Equator as the z-axis, the value we seek is the z-coordinate of the
point Q(x,y) indicated in the figure below.

y y
il 3960
o1 Q (z,y)
L L N 41.628°
—4 -2 1 2 4 T 3060 %
—2 Q(47 _2)
—41
The terminal side of 6 contains Q(4, —2) A point on the Earth at 41.628°N

Using Theorem 10.3, we get x = 3960 cos (41.628°). Using a calculator in ‘degree’ mode, we
find 3960 cos (41.628°) ~ 2960. Hence, the radius of the Earth at North Latitude 41.628° is
approximately 2960 miles.

TILM :CI ENG S96Ecos 41, 5285

e Hamm CoT F959, 995241

T FAE FOL  SEQ
0 3] oOT
3 L SIMUL
:ﬂ a+bi.  Fi™HL
FU HOEIZ G-T
SET cLOCK PRI
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Theorem 10.3 gives us what we need to describe the position of an object traveling in a circular
path of radius r with constant angular velocity w. Suppose that at time ¢, the object has swept
out an angle measuring 6 radians. If we assume that the object is at the point (r,0) when ¢ = 0,
the angle @ is in standard position. By definition, w = g which we rewrite as 8 = wt. According
to Theorem 10.3, the location of the object Q(z,y) on the circle is found using the equations
x = rcos(f) = rcos(wt) and y = rsin(f) = rsin(wt). Hence, at time ¢, the object is at the point
(r cos(wt), rsin(wt)). We have just argued the following.

Equation 10.3. Suppose an object is traveling in a circular path of radius r centered at the
origin with constant angular velocity w. If ¢ = 0 corresponds to the point (r,0), then the x and
y coordinates of the object are functions of ¢ and are given by = = r cos(wt) and y = rsin(wt).
Here, w > 0 indicates a counter-clockwise direction and w < 0 indicates a clockwise direction.

Q (z,y) = (r cos(wt), rsin(wt))

Equations for Circular Motion

Example 10.2.7. Suppose we are in the situation of Example 10.1.5. Find the equations of motion
of Lakeland Community College as the earth rotates.

Solution. From Example 10.1.5, we take r = 2960 miles and and w = {335 Hence, the equations
of motion are z = r cos(wt) = 2960 cos (5t) and y = rsin(wt) = 2960sin (75¢), where z and y are
measured in miles and ¢ is measured in hours. O

In addition to circular motion, Theorem 10.3 is also the key to developing what is usually called
‘right triangle’ trigonometry.!! As we shall see in the sections to come, many applications in
trigonometry involve finding the measures of the angles in, and lengths of the sides of, right triangles.
Indeed, we made good use of some properties of right triangles to find the exact values of the cosine
and sine of many of the angles in Example 10.2.1, so the following development shouldn’t be that
much of a surprise. Consider the generic right triangle below with corresponding acute angle 6.
The side with length a is called the side of the triangle adjacent to 6; the side with length b is
called the side of the triangle opposite 8; and the remaining side of length ¢ (the side opposite the

1You may have been exposed to this in High School.
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right angle) is called the hypotenuse. We now imagine drawing this triangle in Quadrant I so that
the angle 6 is in standard position with the adjacent side to 8 lying along the positive z-axis.

Y
c

P(a,b)

Vo |

According to the Pythagorean Theorem, a? 4 b> = ¢2, so that the point P(a,b) lies on a circle of
radius ¢. Theorem 10.3 tells us that cos(d) = ¢ and sin(d) = 2, so we have determined the cosine

and sine of # in terms of the lengths of the sides of the right triangle. Thus we have the following
theorem.

Theorem 10.4. Suppose 6 is an acute angle residing in a right triangle. If the length of the
side adjacent to 6 is a, the length of the side opposite 6 is b, and the length of the hypotenuse

is ¢, then cos(f) = % and sin(f) = -

Example 10.2.8. Find the measure of the missing angle and the lengths of the missing sides of:

\( 30° '_

7

Solution. The first and easiest task is to find the measure of the missing angle. Since the sum of
angles of a triangle is 180°, we know that the missing angle has measure 180° — 30° — 90° = 60°.
We now proceed to find the lengths of the remaining two sides of the triangle. Let ¢ denote the
length of the hypotenuse of the triangle. By Theorem 10.4, we have cos (30°) = %, or c= WEOO)‘

Since cos (30°) = @, we have, after the usual fraction gymnastics, ¢ = %. At this point, we

have two ways to proceed to find the length of the side opposite the 30° angle, which we’ll denote

b. We know the length of the adjacent side is 7 and the length of the hypotenuse is Lg/g, SO we
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3
Alternatively, we could use Theorem 10.4, namely that sin (30°) = %. Choosing the latter, we find

b = csin (30°) = %\/3 i = %\/g The triangle with all of its data is recorded below.

2
could use the Pythagorean Theorem to find the missing side and solve (7)? + b = (M> for b.

_ 14V3
= —Y= o
. 60 1
3
X30°
-
7 O

We close this section by noting that we can easily extend the functions cosine and sine to real
numbers by identifying a real number ¢ with the angle § = t radians. Using this identification, we
define cos(t) = cos(f) and sin(t) = sin(#). In practice this means expressions like cos(7) and sin(2)
can be found by regarding the inputs as angles in radian measure or real numbers; the choice is
the reader’s. If we trace the identification of real numbers ¢ with angles 6 in radian measure to its
roots on page 704, we can spell out this correspondence more precisely. For each real number ¢, we

associate an oriented arc ¢ units in length with initial point (1,0) and endpoint P(cos(t),sin(t)).
y y

1 1
ki P(cos(t), sin(t))

*\9:75 | *\9:25

In the same way we studied polynomial, rational, exponential, and logarithmic functions, we will
study the trigonometric functions f(t) = cos(t) and g(t) = sin(¢). The first order of business is to
find the domains and ranges of these functions. Whether we think of identifying the real number
t with the angle 8 = ¢ radians, or think of wrapping an oriented arc around the Unit Circle to
find coordinates on the Unit Circle, it should be clear that both the cosine and sine functions are
defined for all real numbers ¢t. In other words, the domain of f(t) = cos(t) and of g(t) = sin(¢t)
is (—o00,00). Since cos(t) and sin(¢) represent - and y-coordinates, respectively, of points on the
Unit Circle, they both take on all of the values between —1 an 1, inclusive. In other words, the
range of f(t) = cos(t) and of g(t) = sin(¢) is the interval [—1,1]. To summarize:
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Theorem 10.5. Domain and Range of the Cosine and Sine Functions:
e The function f(t) = cos(t) e The function g(t) = sin(t)
— has domain (—o0, 00) — has domain (—o0, 00)
— has range [—1, 1] — has range [—1, 1]
Suppose, as in the Exercises, we are asked to solve an equation such as sin(t) = —%. As we have
already mentioned, the distinction between t as a real number and as an angle § = ¢ radians is often
blurred. Indeed, we solve sin(t) = —% in the exact same manner'? as we did in Example 10.2.5

number 2. Our solution is only cosmetically different in that the variable used is ¢ rather than 6:
t= %” +2rkort = HT” + 27k for integers, k. We will study the cosine and sine functions in greater
detail in Section 10.5. Until then, keep in mind that any properties of cosine and sine developed
in the following sections which regard them as functions of angles in radian measure apply equally
well if the inputs are regarded as real numbers.

12Well, to be pedantic, we would be technically using ‘reference numbers’ or ‘reference arcs’ instead of ‘reference
angles’ — but the idea is the same.
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10.2.2 EXERCISES

In Exercises 1 - 20, find the exact value of the cosine and sine of the given angle.

1. =0 2.9:% 3-9:§ 4_9:g
5-9:% 6.492?%r 7.0=m 8.0:%
9.9:%7T 10.9:%7r 11.0:?’77r 12.9:5?”
13.9:%7T 14.9:% 15.9:—1377r 16.9:—4%7T
17. 9:7?% 18. ezf% 19. 0:10777 20. 0 = 1177

In Exercises 21 - 30, use the results developed throughout the section to find the requested value.
. [ . .
21. If sin(f) = ~55 with 6 in Quadrant IV, what is cos(#)?
4 . o
22. If cos(#) = 9 with 6 in Quadrant I, what is sin(6)?
. o . . .
23. If sin(f) = ' with 6 in Quadrant II, what is cos(6)?
2 . I
24. If cos(f) = T with € in Quadrant III, what is sin(6)?

2
25. If sin(f) = —3 with # in Quadrant III, what is cos(6)?

2
26. If cos(f) = 5—2 with 6 in Quadrant IV, what is sin(0)?

2

27. If sin(f) = \5/5 and g < 0 < 7, what is cos(6)?
v1

28. If cos(f) = 1—00 and 2w < 0 < %T, what is sin(6)?

29. If sin(f) = —0.42 and 7 < 0 < 3%, what is cos(6)?

30. If cos(#) = —0.98 and g < 0 < 7, what is sin(6)?
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In Exercises 31 - 39, find all of the angles which satisfy the given equation.

: 1 :
31. sin(#) = 5 32. cos(0) = _\ég 33. sin(f) =0
2
34. cos(f) = \2[ 35. sin(f) = \g§ 36. cos(f) = —1
37. sin(f) = -1 38. cos(f) = \gg 39. cos(f) = —1.001

In Exercises 40 - 48, solve the equation for t. (See the comments following Theorem 10.5.)

2
40. cos(t) =0 41. sin(t) = —\2[ 42. cos(t) =3
. 1 1 .
43. sin(t) = —3 44. cos(t) = 3 45. sin(t) = —2
2
46. cos(t) =1 47. sin(t) =1 48. cos(t) = —\2[

In Exercises 49 - 54, use your calculator to approximate the given value to three decimal places.
Make sure your calculator is in the proper angle measurement mode!

49. sin(78.95°) 50. cos(—2.01) 51. sin(392.994)

52. cos(207°) 53. sin (7°) 54. cos(e)

In Exercises 55 - 58, find the measurement of the missing angle and the lengths of the missing sides.
(See Example 10.2.8)

55. Find 0, b, and c. 56. Find 0, a, and c.
7
\ 45° c
c 0 a
b
° 0
i L
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57. Find «, a, and b. 58. Find 8, a, and c.
b

] \ a
«
J ase .

33° 3
~ —

In Exercises 59 - 64, assume that 6 is an acute angle in a right triangle and use Theorem 10.4 to
find the requested side.

59. If # = 12° and the side adjacent to 6 has length 4, how long is the hypotenuse?

60. If § = 78.123° and the hypotenuse has length 5280, how long is the side adjacent to 67
61. If # = 59° and the side opposite 8 has length 117.42, how long is the hypotenuse?

62. If # = 5° and the hypotenuse has length 10, how long is the side opposite 67

63. If & = 5° and the hypotenuse has length 10, how long is the side adjacent to 67

64. If 8 = 37.5° and the side opposite # has length 306, how long is the side adjacent to 67

In Exercises 65 - 68, let 6 be the angle in standard position whose terminal side contains the given
point then compute cos(6) and sin(6).

65. P(—7,24) 66. Q(3,4) 67. R(5,—9) 68. T(—2,—11)

In Exercises 69 - 72, find the equations of motion for the given scenario. Assume that the center of
the motion is the origin, the motion is counter-clockwise and that t = 0 corresponds to a position
along the positive z-axis. (See Equation 10.3 and Example 10.1.5.)

69. A point on the edge of the spinning yo-yo in Exercise 50 from Section 10.1.
Recall: The diameter of the yo-yo is 2.25 inches and it spins at 4500 revolutions per minute.

70. The yo-yo in exercise 52 from Section 10.1.

Recall: The radius of the circle is 28 inches and it completes one revolution in 3 seconds.

71. A point on the edge of the hard drive in Exercise 53 from Section 10.1.

Recall: The diameter of the hard disk is 2.5 inches and it spins at 7200 revolutions per minute.
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72.

73.

74.

75.

A passenger on the Big Wheel in Exercise 55 from Section 10.1.

Recall: The diameter is 128 feet and completes 2 revolutions in 2 minutes, 7 seconds.

Consider the numbers: 0, 1, 2, 3, 4. Take the square root of each of these numbers, then
divide each by 2. The resulting numbers should look hauntingly familiar. (See the values in
the table on 722.)

Let o and (8 be the two acute angles of a right triangle. (Thus « and 8 are complementary
angles.) Show that sin(a) = cos(f) and sin() = cos(a). The fact that co-functions of
complementary angles are equal in this case is not an accident and a more general result will
be given in Section 10.4.

In the scenario of Equation 10.3, we assumed that at t = 0, the object was at the point (r,0).
If this is not the case, we can adjust the equations of motion by introducing a ‘time delay.” If
to > 0 is the first time the object passes through the point (r,0), show, with the help of your
classmates, the equations of motion are z = r cos(w(t — to)) and y = rsin(w(t — to)).
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10.2.3 ANSWERS

11.

13.

15.

17.

19.

21.

22.

23.

24.

25.

26.
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2
If cos(0) = 5—2 with 6 in Quadrant IV, then sin(f) = ——.

. ™ _ V2 V2
. cos(0) =1, sin(0) =0 2. cos <Z) = sin (—) =5
s 1 T V3 T LT
cos (5) =3 sin (5) =5 4. cos (5) =0, sin (5) =1
coS my _ 1 sin 2 —ﬁ 6. cos 37 ——Q sin sm —Q
3) 2 3) 2 ' 4) 27 4) 2
i V3 7 1
cos(m) = —1, sin(m) =0 8. cos (6) =—— sin <6> =-3
5t V2 5T V2 47 1 . 47 V3
cos| — | =——7, sin|— | = —— 10. cos| — | =—7, sin| - | = ——
4 2 4 2 3 2 3 2
3m 3m 5w om V3
_ = _— = —1 —_— fr 1 e = ——
cos<2) 0, sm<2> 12.cos<3> ,sm<3> 2
T V2 T V2 237 V3 237 1
cos| — | =——, sin|— | =—— 14. cos | — | = —, sin| — | = —=
4 2 4 2 6 2 6 2
cos _Bmy 0, sin _Bmy -1 16. cos _Bmy —é sin _Bmy 1
2 ) 7 2 ) ' 6 ) 2 6 ) 2
2 1
cos (—T) = —\g, sin (—T) = - 18. cos <—%> = \gg, sin (—%) =3
1 1
cos 10Ty _ , sin 107 _ —ﬁ 20. cos(1177) = —1, sin(1177) =0
3 3 2
. T . 24
If sin(0) = ~95 with 6 in Quadrant IV, then cos(6) = %
4
If cos(0) = 9 with 6 in Quadrant I, then sin(f) = \/;TS
. 5 . . 12
If sin(0) = ' with € in Quadrant II, then cos(f) = TS
2 V11
If cos(0) = 11 with € in Quadrant III, then sin(6) = —T7.
2 5
If sin(9) = —3 with # in Quadrant III, then cos(f) = —\3[.
45
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27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.
46.

2
If sin(9) = \5/5 and g < 0 <, then cos(#) = —\gg.
V1 V1
If cos(0) = 1—00 and 21 < 0 < %T, then sin(f) = %

3
If sin(f) = —0.42 and 7 < 6 < 7” then cos(f) = —/0.8236 ~ —0.9075.

If cos(f) = —0.98 and g < 0 < m, then sin(f) = v/0.0396 =~ 0.1990.
. 1 s 5T .
sin(f) = B when 6 = 6 + 27k or 0 = a + 27k for any integer k.

cos(0) = \gg when 0 = 5% +2mk or 0 = %T + 27k for any integer k.

sin(f) = 0 when 6 = 7k for any integer k.

2
cos(f) = \2[ when 6 = % +2mk or 0 = %T + 27k for any integer k.

3 2
sin(f) = \2[ when 0 = g + 27k or 0 = g + 27k for any integer k.
cos(f) = —1 when 0 = (2k + 1)7 for any integer k.

3
sin(d) = —1 when 0 = g + 27k for any integer k.

11
cos(f) = \25 when 6 = % +2mk or 0 = TW + 2mk for any integer k.
cos(f) = —1.001 never happens

cos(t) = 0 when ¢t = g + mk for any integer k.

V2

5 7
sin(t) = —5 when ¢ = ZTF + 2k or t = ZTF + 27k for any integer k.
cos(t) = 3 never happens.

1 7 11
sin(t) = ~5 when t = % + 27wk or t = Tﬂ + 27k for any integer k.

1 )
cos(t) = 5 when ¢t = g + 27k or t = % + 27k for any integer k.

sin(t) = —2 never happens

cos(t) = 1 when t = 27k for any integer k.

741
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47.

48.

49.

92.

95.

56.
o7.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.
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sin(t) =1 when t = g + 27k for any integer k.

2
cos(t) = _\Qf when t = ?%T + 27k or t = %T + 27k for any integer k.
sin(78.95°) ~ 0.981 50. cos(—2.01) ~ —0.425 51. sin(392.994) ~ —0.291
cos(207°) ~ —0.891 53. sin (7°) ~ 0.055 54. cos(e) ~ —0.912
V3 2V3
9 = o b = — = —
60°, 3 , C 3
6 =45°, a=3,c=3V2

a =57, a=8cos(33°) =~ 6.709, b = 8sin(33°) ~ 4.357

6
B =42° c= — ~ 8.074, a = Vc? — 62 ~ 5.402
sin(48°)

4
The hypotenuse has length COS(TO) ~ 4.089.

The side adjacent to € has length 5280 cos(78.123°) ~ 1086.68.

117.42
The hypotenuse has length ———— ~ 136.99.
sin(59°)

The side opposite 6 has length 10sin(5°) ~ 0.872.

The side adjacent to € has length 10 cos(5°) ~ 9.962.

The hypotenuse has length ¢ = (3;)07650) ~ 502.660, so the side adjacent to 6 has length
sin(37.
V2 — 3062 &~ 398.797.
7 24
0 = —— 0 —
cos(0) R sin(0) 55
3 4
cos(f) = 5 sin(f) = =
() 5106 () 9106
cos(f) = sin(f) = —
106 106
2V/5 11v5
= - 1 9 = -
cos(0) 55 sin(6) 55
r = 1.125 inches, w = 90007 ﬁ%, x = 1.125¢0s8(90007 t), y = 1.125sin(90007 t). Here z

and y are measured in inches and ¢ is measured in minutes.
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70. r = 28 inches, w = 2 fadians . 98 ¢og (%” t), y = 28sin (%’T t). Here x and y are measured

71.

72.

3 second’
in inches and ¢ is measured in seconds.

r = 1.25 inches, w = 144007 2dians = — 1 95 cos(144007 t), y = 1.25sin(144007t). Here z

minute ’
and y are measured in inches and ¢ is measured in minutes.

_ __ 4m radians _ Ar _ s (Am
r =64 feet, w = 5= S T, © = 64 cos (127 t), y = 64 sin (127 t). Here z and y are measured

in feet and ¢ is measured in seconds
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10.3 THE Six CIRCULAR FUNCTIONS AND FUNDAMENTAL IDENTITIES

In section 10.2, we defined cos(f) and sin(6) for angles 6 using the coordinate values of points on
the Unit Circle. As such, these functions earn the moniker circular functions.! It turns out that
cosine and sine are just two of the six commonly used circular functions which we define below.

Definition 10.2. The Circular Functions: Suppose # is an angle plotted in standard position
and P(z,y) is the point on the terminal side of § which lies on the Unit Circle.

e The cosine of 0, denoted cos(6), is defined by cos(f) = x.

The sine of 0, denoted sin(#), is defined by sin(f) = y.

1
The secant of 6, denoted sec(f), is defined by sec() = e provided z # 0.

1
The cosecant of #, denoted csc(6), is defined by csc(f) = 7 provided y # 0.

The tangent of 0, denoted tan(#), is defined by tan(6) = g, provided x # 0.
7

The cotangent of 6, denoted cot(6), is defined by cot(6) = f, provided y # 0.
Yy

While we left the history of the name ‘sine’ as an interesting research project in Section 10.2, the
names ‘tangent’ and ‘secant’ can be explained using the diagram below. Consider the acute angle 6
below in standard position. Let P(x,y) denote, as usual, the point on the terminal side of § which
lies on the Unit Circle and let Q(1,%’) denote the point on the terminal side of # which lies on the

vertical line z = 1.
Y

Q(Ly") = (1,tan(6))

P(z,y)

\9

@] A(I,O) B(1,0) x

In Theorem 10.4 we also showed cosine and sine to be functions of an angle residing in a right triangle so we
could just as easily call them trigonometric functions. In later sections, you will find that we do indeed use the phrase
‘trigonometric function’ interchangeably with the term ‘circular function’.
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The word ‘tangent’ comes from the Latin meaning ‘to touch,” and for this reason, the line x = 1
is called a tangent line to the Unit Circle since it intersects, or ‘touches’; the circle at only one
point, namely (1,0). Dropping perpendiculars from P and @ creates a pair of similar triangles
AOPA and AO@QB. Thus %’ = % which gives y' = ¥ = tan(f), where this last equality comes from
applying Definition 10.2. We have just shown that for acute angles 6, tan(#) is the y-coordinate of
the point on the terminal side of 6 which lies on the line x = 1 which is tangent to the Unit Circle.
Now the word ‘secant’ means ‘to cut’, so a secant line is any line that ‘cuts through’ a circle at two
points.? The line containing the terminal side of 6 is a secant line since it intersects the Unit Circle
in Quadrants I and III. With the point P lying on the Unit Circle, the length of the hypotenuse
of AOPA is 1. If we let h denote the length of the hypotenuse of AOQ B, we have from similar
triangles that % = %, or h = i = sec(f). Hence for an acute angle 6, sec() is the length of the line
segment which lies on the secant line determined by the terminal side of 8 and ‘cuts off’ the tangent
line x = 1. Not only do these observations help explain the names of these functions, they serve as

the basis for a fundamental inequality needed for Calculus which we’ll explore in the Exercises.

Of the six circular functions, only cosine and sine are defined for all angles. Since cos(f) = = and
sin(f) = y in Definition 10.2, it is customary to rephrase the remaining four circular functions in
terms of cosine and sine. The following theorem is a result of simply replacing = with cos(f) and y
with sin(f) in Definition 10.2.

Theorem 10.6. Reciprocal and Quotient Identities:
e sec(f) = cos(8)’ provided cos(6) # 0; if cos(f) = 0, sec(f) is undefined.
1
e csc(f) = — @ provided sin(6) # 0; if sin(f) = 0, csc(f) is undefined.
sin
sin(6) : ) :
e tan(f) = cos(0)’ provided cos(f) # 0; if cos(f) = 0, tan(f) is undefined.
cos(6) . . e .
e cot(f) = Sin(0)’ provided sin(6) # 0; if sin(f) = 0, cot(f) is undefined.
in

It is high time for an example.
Example 10.3.1. Find the indicated value, if it exists.
1. sec (60°) 2. csc (1) 3. cot(3)
. . . 37
4. tan (¢), where 6 is any angle coterminal with <.

5. cos (6), where csc(f) = —/5 and 6 is a Quadrant IV angle.

: 3
6. sin (¢), where tan(f) =3 and 7 < 0 < 5.

2Compare this with the definition given in Section 2.1.
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Solution.

1. According to Theorem 10.6, sec (60°) = WEOO)' Hence, sec (60°) = ﬁ =2

2. Since sin () = —¥2, esc () = sin(l%’f) = _\/15/2 = —% = —/2.

3. Since # = 3 radians is not one of the ‘common angles’ from Section 10.2, we resort to the
calculator for a decimal approximation. Ensuring that the calculator is in radian mode, we

find cot(3) = S5 ~ ~T7.015.
§ I ENG cos A"

01z*4EEFAD 1nt3)
M DEGREE . Y. H15252551

FAE FOL 3EWQ
annECTED IN
EQUENTIAL REERd FIY
=!a atbi  FetRi

FU HORIZ G-T

ZET CLOCK RN

e
I

0 = 3

4. If 0 is coterminal with 27, then cos(6) = cos (2) = 0 and sin(¢) = sin (2) = —1. Attempting

to compute tan(f) = 2222)) results in 7*, so tan(f) is undefined.
5. We are given that csc(f) = 81%((% = —+/5 s0 sin(0) = —% = —%. As we saw in Section 10.2,

we can use the Pythagorean Identity, cos?(6) + sin?() = 1, to find cos(#) by knowing sin(#).
2

Substituting, we get cos?(8) + <—%) = 1, which gives cos?(6) = 3, or cos(f) = j:QT*/g. Since

6 is a Quadrant IV angle, cos(#) > 0, so cos(f) = %ﬁ

6. If tan(f) = 3, then ZE;EZ% = 3. Be careful - this does NOT mean we can take sin(f) = 3 and

cos(f) = 1. Instead, from ;I;((Z))

once again employ the Pythagorean Identity, cos?(6) 4 sin?(f) = 1. Solving sin(f) = 3 cos(#)
for cos(6), we find cos(6) = % sin(f). Substituting this into the Pythagorean Identity, we find
sin?(0) + (3 sin(H))2 = 1. Solving, we get sin?(f) = 1% so sin(f) = :E%OTO. Since 7 < 0 < 3T,

3
6 is a Quadrant IIT angle. This means sin(f) < 0, so our final answer is sin(f) = —@. O

= 3 we get: sin(f) = 3 cos(f). To relate cos(f) and sin(6), we

While the Reciprocal and Quotient Identities presented in Theorem 10.6 allow us to always reduce
problems involving secant, cosecant, tangent and cotangent to problems involving cosine and sine,
it is not always convenient to do so.?> It is worth taking the time to memorize the tangent and
cotangent values of the common angles summarized below.

3 As we shall see shortly, when solving equations involving secant and cosecant, we usually convert back to cosines
and sines. However, when solving for tangent or cotangent, we usually stick with what we’re dealt.
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Tangent and Cotangent Values of Common Angles

0(degrees) | f(radians) tan(0) cot(6)
0° 0 0 undefined
30° : i V3
45° z 1 1
60° V3 i
90° 3 undefined 0

747

Coupling Theorem 10.6 with the Reference Angle Theorem, Theorem 10.2, we get the following.

Theorem 10.7. Generalized Reference Angle Theorem. The values of the circular
functions of an angle, if they exist, are the same, up to a sign, of the corresponding circu-
lar functions of its reference angle. More specifically, if « is the reference angle for 6, then:
cos(f) = +cos(a), sin(f) = *sin(a), sec(d) = sec(a), csc(f) = +cse(w), tan(f) = =+ tan(«)
and cot(f) = +cot(a). The choice of the (4) depends on the quadrant in which the terminal
side of @ lies.

We put Theorem 10.7 to good use in the following example.

Example 10.3.2. Find all angles which satisfy the given equation.

1. sec(f) =2

Solution.

2. tan(f) = /3

3. cot(f) = —1.

1. To solve sec(f) = 2, we convert to cosines and get Fl(e) =2 or cos(¢) = 3. This is the exact

same equation we solved in Example 10.2.5, number 1, so we know the answer is: § = § + 27k
or 6 = ‘%’T + 2xk for integers k.

. From the table of common values, we see tan (%) = /3. According to Theorem 10.7, we know
the solutions to tan(f) = v/3 must, therefore, have a reference angle of 5. Our next task is
to determine in which quadrants the solutions to this equation lie. Since tangent is defined
as the ratio £ of points (z,y) on the Unit Circle with x # 0, tangent is positive when = and
y have the same sign (i.e., when they are both positive or both negative.) This happens in
Quadrants I and III. In Quadrant I, we get the solutions: 6 = § + 27k for integers k, and for
Quadrant III, we get 6 = %’T + 27k for integers k. While these descriptions of the solutions
are correct, they can be combined into one list as § = § + 7wk for integers k. The latter form
of the solution is best understood looking at the geometry of the situation in the diagram
below.

4See Example 10.2.5 number 3 in Section 10.2 for another example of this kind of simplification of the solution.
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‘H@
=

T /
/T
/ 3
/
1 E\ 1
3

<

3. From the table of common values, we see that 7 has a cotangent of 1, which means the
solutions to cot(f) = —1 have a reference angle of 7. To find the quadrants in which our
solutions lie, we note that cot(#) = £ for a point (z,y) on the Unit Circle where y # 0. If
cot(0) is negative, then z and y must have different signs (i.e., one positive and one negative.)
Hence, our solutions lie in Quadrants IT and IV. Our Quadrant II solution is § = ?jf + 27k,
and for Quadrant IV, we get 0 = %’r + 27k for integers k. Can these lists be combined? Indeed
they can - one such way to capture all the solutions is: § = ?ﬂf + 7k for integers k.

Yy Y
11 |1

INE
~
<<L
T

7/

/

O]

We have already seen the importance of identities in trigonometry. Our next task is to use use the
Reciprocal and Quotient Identities found in Theorem 10.6 coupled with the Pythagorean Identity
found in Theorem 10.1 to derive new Pythagorean-like identities for the remaining four circular
functions. Assuming cos(f) # 0, we may start with cos?(6) + sin?(§) = 1 and divide both sides

.2
by cos?(#) to obtain 1 + i,r;?((z)) = @. Using properties of exponents along with the Reciprocal

and Quotient Identities, this reduces to 1 + tan?(f) = sec?(). If sin(f) # 0, we can divide both
sides of the identity cos?() + sin?(f) = 1 by sin?(f), apply Theorem 10.6 once again, and obtain
cot?(f) + 1 = csc?(f). These three Pythagorean Identities are worth memorizing and they, along
with some of their other common forms, are summarized in the following theorem.
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Theorem 10.8. The Pythagorean Identities:

1. cos?(f) +sin?(9) = 1.
Common Alternate Forms:
e 1 —sin?(6) = cos?(f)
o 1 —cos?(f) = sin(f)
2. 1+ tan?(0) = sec?(), provided cos(f) # 0.

Common Alternate Forms:

e sec?(f) —tan?(f) = 1
e sec?(f) — 1 = tan?(9)

3. 1+ cot?(0) = csc?(0), provided sin(6) # 0.

Common Alternate Forms:

e csc?(f) — cot?(0) =1
e csc?() — 1 = cot?(h)

Trigonometric identities play an important role in not just Trigonometry, but in Calculus as well.
We’ll use them in this book to find the values of the circular functions of an angle and solve equations
and inequalities. In Calculus, they are needed to simplify otherwise complicated expressions. In
the next example, we make good use of the Theorems 10.6 and 10.8.

Example 10.3.3. Verify the following identities. Assume that all quantities are defined.
1

1. e (0) = sin(0) 2. tan(6) = sin(0) sec()

3. (sec(d) — tan(8))(sec(f) + tan(0)) = 1 4 S jef;i)( 5 = 5ool0) i =G
B 3 3 sin(0) 1 + cos(0)

5. Gsec(6) tan(6) = 1—sin(d) 1+ sin(6) 6. 1 — cos(0) B sin(6)

Solution. In verifying identities, we typically start with the more complicated side of the equation
and use known identities to transform it into the other side of the equation.

1. To verify é(m = sin(#), we start with the left side. Using csc(f) = siTl(e)’ we get;:
1 1 .
= —— =sin(6),
CSC(H) sin(0)

which is what we were trying to prove.
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2. Starting with the right hand side of tan(#) = sin(f) sec(6), we use sec(d) = and find:

1
cos(0)

sin(#) sec(f) = sin(0) cosl(Q) = 2:;((2)) = tan(#),

where the last equality is courtesy of Theorem 10.6.

3. Expanding the left hand side of the equation gives: (sec(f) — tan(6))(sec(f) + tan(f)) =
sec?(6) — tan?(#). According to Theorem 10.8, sec?(#) — tan?(f) = 1. Putting it all together,

(sec(f) — tan(0))(sec(8) 4 tan(f)) = sec?(f) — tan?(h) = 1.

4. While both sides of our last identity contain fractions, the left side affords us more opportu-
nities to use our identities.> Substituting sec(#) = Fl(e) and tan(f) = 2:;((3)), we get:

1 1
sec(6) _ cos(f) _  cos(f) ~cos(#)
1 — tan(0) 1_sin(0) 1_sin(9) cos(f)
cos(6) cos(6)
1
_ (cos(@) (cos(9)) _ 1
_ sin(f) cos cos(0)) — sin(9) cos
(1220 ) teost®) (fcos(o)) — (22 (costo)
1

cos(6) — sin(6)’

which is exactly what we had set out to show.

5. The right hand side of the equation seems to hold more promise. We get common denomina-
tors and add:

3 3 _ 3(1 + sin(0)) ~ 3(1-sin()
1—sin(f#) 1+ sin(f) (1 —sin(0))(1 +sin(f)) (1 +sin(f))(1 —sin(h))
3+ 3sin(f) 3 —3sin(h)

1 —sin?(@) 1 —sin?()

(3+ 3sin(f)) — (3 — 3sin(h))
1 —sin?(9)

6sin(6)
1 — sin?(0)

50r, to put to another way, earn more partial credit if this were an exam question!
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In Ex

At this point, it is worth pausing to remind ourselves of our goal. We wish to trans-
form this expression into 6sec(f)tan(f). Using a reciprocal and quotient identity, we find

6 sec(f) tan(d) = 6 (ﬁw)) (2)1;(((;))) In other words, we need to get cosines in our denomina-
tor. Theorem 10.8 tells us 1 — sin?(6) = cos?(0) so we get:
3 B 3 ~ 6sin(d)  6sin(0)
1—sin(f) 1+sin(@)  1—sin?(@)  cos?(0)
1 sin(6)
0 (cos(0)> (cos(9)> 6sec(6) tan(f)

. It is debatable which side of the identity is more complicated. One thing which stands out

is that the denominator on the left hand side is 1 — cos(f), while the numerator of the right
hand side is 1 + cos(#). This suggests the strategy of starting with the left hand side and
multiplying the numerator and denominator by the quantity 1 + cos(#):

sin(6) _ sin(f) (1 +cos())
1 — cos(6) (1 —cos(0)) (14 cos(h))

_ sin(6)(1 + cos(0))
(1 —cos(0))(1 + cos(0))

sin(60)(1 + cos(8)) _ sin(60)(1 + cos(6))
1 — cos?(6) sin?(6)

siO)(1 + cos(6)) _ 1+ cos(0)
sim{#)sin(6) sin(6)

O]

ample 10.3.3 number 6 above, we see that multiplying 1 — cos(f) by 1 + cos(¢) produces a

difference of squares that can be simplified to one term using Theorem 10.8. This is exactly the

same

kind of phenomenon that occurs when we multiply expressions such as 1 — /2 by 1 + /2

or 3 — 4i by 3 + 4i. (Can you recall instances from Algebra where we did such things?) For this
reason, the quantities (1 — cos(f)) and (1 + cos(f)) are called ‘Pythagorean Conjugates.” Below is

a list

of other common Pythagorean Conjugates.

Pythagorean Conjugates
1 —cos(f) and 1+ cos(f): (1 —cos(#))(1 + cos(#)) = 1 — cos?(0) = sin?(9)

sec() — 1 and sec(d) + 1: (sec(6) — 1)(sec(d) + 1) = sec?(
): (sec(8)—tan(8))(sec(8)+tan(d)) = sec?(9) —tan2(6) = 1
) — 1) = esc*(
): ) )

1)(esc(6) +

(

(
— 1 and csc(f) + 1: (csc(

(

—cot() and csc(6) +cot (0
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Verifying trigonometric identities requires a healthy mix of tenacity and inspiration. You will need
to spend many hours struggling with them just to become proficient in the basics. Like many

things

in life, there is no short-cut here — there is no complete algorithm for verifying identities.

Nevertheless, a summary of some strategies which may be helpful (depending on the situation) is
provided below and ample practice is provided for you in the Exercises.

Strategies for Verifying Identities
Try working on the more complicated side of the identity.
Use the Reciprocal and Quotient Identities in Theorem 10.6 to write functions on one side

of the identity in terms of the functions on the other side of the identity. Simplify the
resulting complex fractions.

Add rational expressions with unlike denominators by obtaining common denominators.

Use the Pythagorean Identities in Theorem 10.8 to ‘exchange’ sines and cosines, secants
and tangents, cosecants and cotangents, and simplify sums or differences of squares to one
term.

Multiply numerator and denominator by Pythagorean Conjugates in order to take advan-
tage of the Pythagorean Identities in Theorem 10.8.

If you find yourself stuck working with one side of the identity, try starting with the other
side of the identity and see if you can find a way to bridge the two parts of your work.

10.3.1

BEYOND THE UNIT CIRCLE

In Section 10.2, we generalized the cosine and sine functions from coordinates on the Unit Circle
to coordinates on circles of radius r. Using Theorem 10.3 in conjunction with Theorem 10.8, we
generalize the remaining circular functions in kind.

Theorem 10.9. Suppose Q(z,y) is the point on the terminal side of an angle 6 (plotted in
standard position) which lies on the circle of radius r, 22 + y? = r2. Then:

/22 1+ 2
sec(f) = L= :c7+y7 provided z # 0.
x x
2 1 .2
csc(f) = - u, provided y # 0.
Y Y
tan(f) = Q, provided z # 0.
x
x

cot(f) = —, provided y # 0.
Yy
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Example 10.3.4.

1. Suppose the terminal side of f, when plotted in standard position, contains the point Q(3, —4).
Find the values of the six circular functions of 6.

2. Suppose 6 is a Quadrant IV angle with cot(6) = —4. Find the values of the five remaining
circular functions of 6.

Solution.

1. Slncex—3andy——4 r=yz2+y? =3 — —\/ 25 = 5. Theorem 10.9 tells us

cos(f) = £, sin(f) = —3%, sec(6) = 3, csc(f) = —2, t n(9) = —% and cot(f) = —32.

2. In order to use Theorem 10.9, we need to find a point Q(z,y) which lies on the terminal side

of 6, when 6 is plotted in standard position. We have that cot(6) = —4 = Z, and since 6 is a
Quadrant IV angle, we also know x > 0 and y < 0. Viewing —4 = _—, we may choosel z = 4
and y = —1 so that r = /22 + 2 = \/(4)2+ (-1)2 = V17. Applying Theorem 10.9 once
more, we find cos(f) = \/% = %7177, sin(f) = —\/% = —1£77, sec(f) = @, csc(f) = —/17
and tan(f) = —1. O

We may also specialize Theorem 10.9 to the case of acute angles # which reside in a right triangle,
as visualized below.

X i

a

Theorem 10.10. Suppose 6 is an acute angle residing in a right triangle. If the length of the
side adjacent to 6 is a, the length of the side opposite @ is b, and the length of the hypotenuse
is ¢, then

tan(f) = o sec(f) = o csc(f) = g cot(6) = %

The following example uses Theorem 10.10 as well as the concept of an ‘angle of inclination.” The
angle of inclination (or angle of elevation) of an object refers to the angle whose initial side is some
kind of base-line (say, the ground), and whose terminal side is the line-of-sight to an object above
the base-line. This is represented schematically below.

5We may choose any values = and y so long as > 0, y < 0 and % = —4. For example, we could choose r = 8
and y = —2. The fact that all such points lie on the terminal side of 8 is a consequence of the fact that the terminal
side of 0 is the portion of the line with slope —1 which extends from the origin into Quadrant IV.
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7 *object

‘base line’

The angle of inclination from the base line to the object is 0
Example 10.3.5.

1. The angle of inclination from a point on the ground 30 feet away to the top of Lakeland’s
Armington Clocktower” is 60°. Find the height of the Clocktower to the nearest foot.

2. In order to determine the height of a California Redwood tree, two sightings from the ground,
one 200 feet directly behind the other, are made. If the angles of inclination were 45° and
30°, respectively, how tall is the tree to the nearest foot?

Solution.

1. We can represent the problem situation using a right triangle as shown below. If we let h
denote the height of the tower, then Theorem 10.10 gives tan (60°) = %. From this we get
h = 30tan (60°) = 301/3 ~ 51.96. Hence, the Clocktower is approximately 52 feet tall.

h ft.

\600
A
30 ft.
Finding the height of the Clocktower

2. Sketching the problem situation below, we find ourselves with two unknowns: the height h of
the tree and the distance = from the base of the tree to the first observation point.

"Named in honor of Raymond Q. Armington, Lakeland’s Clocktower has been a part of campus since 1972.
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h ft.

y 30° '\ 45°

200 ft. x ft.
Finding the height of a California Redwood

_h_
©+200°

tan (45°) = 1, the first equation gives % =1, or x = h. Substituting this into the second
equation gives ﬁ = tan (30°) = @ Clearing fractions, we get 3h = (h + 200)v/3. The
result is a linear equation for h, so we proceed to expand the right hand side and gather all
the terms involving h to one side.

Using Theorem 10.10, we get a pair of equations: tan (45°) = % and tan (30°) = Since

3h = (h+200)V3

3h = hV34200V3
3h —hV3 = 200V3
(3—+3)h = 2003

h = 200\/§x273.20

3-V3

Hence, the tree is approximately 273 feet tall. O

As we did in Section 10.2.1, we may consider all six circular functions as functions of real numbers.
At this stage, there are three equivalent ways to define the functions sec(t), csc(t), tan(t) and
cot(t) for real numbers t. First, we could go through the formality of the wrapping function on
page 704 and define these functions as the appropriate ratios of x and y coordinates of points on
the Unit Circle; second, we could define them by associating the real number ¢ with the angle
f = t radians so that the value of the trigonometric function of ¢ coincides with that of 8; lastly,
we could simply define them using the Reciprocal and Quotient Identities as combinations of the
functions f(t) = cos(t) and g(t) = sin(t). Presently, we adopt the last approach. We now set about
determining the domains and ranges of the remaining four circular functions. Consider the function
F(t) = sec(t) defined as F'(t) = sec(t) = Wl(t) We know F' is undefined whenever cos(t) = 0. From
Example 10.2.5 number 3, we know cos(t) = 0 whenever ¢t = § + 7k for integers k. Hence, our
domain for F'(t) = sec(t), in set builder notation is {t : ¢t # 7 + 7k, for integers k}. To get a better
understanding what set of real numbers we’re dealing with, it pays to write out and graph this
set. Running through a few values of k, we find the domain to be {t : ¢t # £7, :l:%”, :l:%’r, S
Graphing this set on the number line we get
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“O O O=>
_br  _3n _m ( = 3r  bm
2 2 2 2 2 2

Using interval notation to describe this set, we get

(0" 3Ty (3T u(-2.0)u ST (3T 5T
27 2 27 2 272 27 2 27 2

This is cumbersome, to say the least! In order to write this in a more compact way, we note that
from the set-builder description of the domain, the kth point excluded from the domain, which we’ll
call 2, can be found by the formula z, = 5 +7k. (We are using sequence notation from Chapter 9.)
CEEDT The

Getting a common denominator and factoring out the 7 in the numerator, we get x;, =

(2k+1)m
2

domain consists of the intervals determined by successive points x: (T4, Ty 1) = ,

In order to capture all of the intervals in the domain, £ must run through all of the integers, that
is, k=0, £1, £2, .... The way we denote taking the union of infinitely many intervals like this is
to use what we call in this text extended interval notation. The domain of F(t) = sec(t) can
now be written as

[’j (2k + )7 (2k +3)7
2 ’ 2
k=—0o0
The reader should compare this notation with summation notation introduced in Section 9.2, in
particular the notation used to describe geometric series in Theorem 9.2. In the same way the

index k in the series
o0
g arkil
k=1

can never equal the upper limit oo, but rather, ranges through all of the natural numbers, the index
k in the union

G ((Qk + )7 (2k + 3)71')

o~ 2 2

can never actually be oo or —oo, but rather, this conveys the idea that k ranges through all of the
integers. Now that we have painstakingly determined the domain of F(t) = sec(t), it is time to
discuss the range. Once again, we appeal to the definition F(t) = sec(t) = ﬁ(t) The range of
f(t) = cos(t) is [-1, 1], and since F(t) = sec(t) is undefined when cos(t) = 0, we split our discussion
into two cases: when 0 < cos(t) < 1 and when —1 < cos(t) < 0. If 0 < cos(t) < 1, then we can

divide the inequality cos(t) < 1 by cos(t) to obtain sec(t) = ﬁ(t) > 1. Moreover, using the notation
1

introduced in Section 4.2, we have that as cos(t) — 0T, sec(t) = Cosl(t) R o

In other words, as cos(t) — 07, sec(t) — co. If, on the other hand, if —1 < cos(t) < 0, then dividing

by cos(t) causes a reversal of the inequality so that sec(t) = secl( 77 < —1. In this case, as cos(t) — 07,

~ very big (+).

sec(t) = Coi(t) o L 5 & very big (=), so that as cos(t) — 07, we get sec(t) — —oo. Since
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f(t) = cos(t) admits all of the values in [—1, 1], the function F(¢) = sec(t) admits all of the values
in (—oo,—1] U [1,00). Using set-builder notation, the range of F(t) = sec(t) can be written as
{u: u<—1oru>1}, or, more succinctly,® as {u : |u| > 1}.? Similar arguments can be used
to determine the domains and ranges of the remaining three circular functions: csc(t), tan(t) and
cot(t). The reader is encouraged to do so. (See the Exercises.) For now, we gather these facts into
the theorem below.

Theorem 10.11. Domains and Ranges of the Circular Functions

e The function f(t) = cos(t) e The function g(t) = sin(t)
— has domain (—o0, 00) — has domain (—o0, 00)
— has range [—1, 1] — has range [—1, 1]
1

The function F(t) = sec(t) =

cos(t)

— has domain {t : ¢t # § + 7k, for integers k} = U 5 , 5
k=—0c0

— has range {u: |u| > 1} = (—o0,—1] U[1, 00)

- <(2/<;+1)7r (2k:—|—3)7r>

1
e The function G(t) = csc(t) = —
sin(t)
— has domain {¢ : t # 7k, for integers k} = U (km, (k+ 1))
k=—o0
— has range {u: |u| > 1} = (—o0,—1] U[1, 00)
e The function J(t) = tan(t) = sin(t)
cos(t)
< (@Ck+Dr (2k
— has domain {t : t # § + nk, for integers k} = U (( ‘;‘ )TF’ ( -i2-3)7r)
k=—oc0
— has range (—o0, 00)
t
e The function K (t) = cot(t) = C?s( )
sin(t)

— has domain {t¢ : t # 7k, for integers k} = U (km, (k+ 1))

k=—o00

— has range (—o0, 00)

8Using Theorem 2.4 from Section 2.4.

9Notice we have used the variable ‘u’ as the ‘dummy variable’ to describe the range elements. While there is no
mathematical reason to do this (we are describing a set of real numbers, and, as such, could use ¢ again) we choose
u to help solidify the idea that these real numbers are the outputs from the inputs, which we have been calling ¢.
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We close this section with a few notes about solving equations which involve the circular functions.
First, the discussion on page 735 in Section 10.2.1 concerning solving equations applies to all six
circular functions, not just f(¢) = cos(t) and g(¢t) = sin(¢). In particular, to solve the equation
cot(t) = —1 for real numbers ¢, we can use the same thought process we used in Example 10.3.2,
number 3 to solve cot(f) = —1 for angles # in radian measure — we just need to remember to write
our answers using the variable ¢ as opposed to 6. Next, it is critical that you know the domains
and ranges of the six circular functions so that you know which equations have no solutions. For
example, sec(t) = % has no solution because % is not in the range of secant. Finally, you will need to
review the notions of reference angles and coterminal angles so that you can see why csc(t) = —42

has an infinite set of solutions in Quadrant III and another infinite set of solutions in Quadrant I'V.
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10.3.2 EXERCISES

In Exercises 1 - 20, find the exact value or state that it is undefined.

1. tan <E) 2. sec (E> 3. csc 51 4. cot 4—7r
4 6 6 3

11 1
5. tan (—67T> 6. sec (—3;) 7. csc (—g) 8. cot (?)
o7
9. tan (117m) 10. sec <—3 11. csc(3n) 12. cot (—5m)
31w 7'(' T T
13. tan (2 ) 14. sec (Z) 15. csc (—4) 16. cot <6>
2T T 3T
17. tan (3) 18. sec (—T7m) 19. csc (§> 20. cot <4>

In Exercises 21 - 34, use the given the information to find the exact values of the remaining circular
functions of 6.

21. sin(f) = g with 6 in Quadrant II 22. tan(f) = % with 6 in Quadrant III
23. csc(f) = % with 6 in Quadrant I 24. sec(f) = 7 with 6 in Quadrant IV
25. csc(f) = — 10;{% with 6 in Quadrant 11T~ 26. cot(f) = —23 with ¢ in Quadrant II
27. tan(f) = —2 with 6 in Quadrant IV. 28. sec(f) = —4 with 0 in Quadrant II.
29. cot(#) = /5 with 0 in Quadrant ITI. 30. cos() = % with 6 in Quadrant 1.
31. cot(f) = 2 with 0 < 6 < g 32. csc(f) = 5 with g <0<

33. tan(f) = V10 with 7 < 6 < 3% 34. sec(f) = 2/5 with 3% <0 < 2m.

In Exercises 35 - 42, use your calculator to approximate the given value to three decimal places.
Make sure your calculator is in the proper angle measurement mode!

35. csc(78.95°) 36. tan(—2.01) 37. cot(392.994) 38. sec(207°)

39. csc(5.902) 40. tan(39.672°) 41. cot(3°) 42. sec(0.45)
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In Exercises 43 - 57, find all of the angles which satisfy the equation.

43. tan(0) = V3 44. sec(f) =2 45. csc(f) = —1 46. cot(f) = \gg
47. tan(f) =0 48. sec(f) =1 49. csc(f) =2 50. cot(f) =0
51. tan(f) = —1 52. sec(f) =0 53. csc(f) = —é 54. sec(f) = —1
55. tan(f) = —/3 56. csc(f) = —2 57. cot(f) = —1

In Exercises 58 - 65, solve the equation for t. Give exact values.
58. cot(t) =1 59. tan(t) = \ég 60. sec(t) = —2\3/3 61. csc(t) =0
62. cot(t) = —/3 63. tan(t) = _\/3§ 64. sec(t) = 2\3/§ 65. csc(t) = 2\3/5

In Exercises 66 - 69, use Theorem 10.10 to find the requested quantities.

66. Find 6, a, and c. 67. Find a, b, and c.
b
—
c 60° O‘\
a
12
L | c
9 31
68. Find 0, a, and c. 69. Find S, b, and c.
b
/« L]
g
7
47° &
a 2.5
50°
0 "
= /
6
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In Exercises 70 - 75, use Theorem 10.10 to answer the question. Assume that 6 is an angle in a
right triangle.

70.
71.
72.
73.
74.
75.

76.

e

78.

If # = 30° and the side opposite 6 has length 4, how long is the side adjacent to 67
If # = 15° and the hypotenuse has length 10, how long is the side opposite 67

If § = 87° and the side adjacent to 6 has length 2, how long is the side opposite 67
If # = 38.2° and the side opposite 0 has lengh 14, how long is the hypoteneuse?

If 8 = 2.05° and the hypotenuse has length 3.98, how long is the side adjacent to 67

If 8 = 42° and the side adjacent to 6 has length 31, how long is the side opposite 67

A tree standing vertically on level ground casts a 120 foot long shadow. The angle of elevation
from the end of the shadow to the top of the tree is 21.4°. Find the height of the tree to the
nearest foot. With the help of your classmates, research the term umbra versa and see what
it has to do with the shadow in this problem.

The broadcast tower for radio station WSAZ (Home of “Algebra in the Morning with Carl
and Jeff”) has two enormous flashing red lights on it: one at the very top and one a few
feet below the top. From a point 5000 feet away from the base of the tower on level ground
the angle of elevation to the top light is 7.970° and to the second light is 7.125°. Find the
distance between the lights to the nearest foot.

On page 753 we defined the angle of inclination (also known as the angle of elevation) and in
this exercise we introduce a related angle - the angle of depression (also known as the angle
of declination). The angle of depression of an object refers to the angle whose initial side is
a horizontal line above the object and whose terminal side is the line-of-sight to the object
below the horizontal. This is represented schematically below.

horizontal

_ -~ Observer
o\ .-
-~

-~

object
The angle of depression from the horizontal to the object is 0

(a) Show that if the horizontal is above and parallel to level ground then the angle of
depression (from observer to object) and the angle of inclination (from object to observer)
will be congruent because they are alternate interior angles.
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79.

80.

81.
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(b) From a firetower 200 feet above level ground in the Sasquatch National Forest, a ranger
spots a fire off in the distance. The angle of depression to the fire is 2.5°. How far away
from the base of the tower is the fire?

(c) The ranger in part 78b sees a Sasquatch running directly from the fire towards the
firetower. The ranger takes two sightings. At the first sighting, the angle of depression
from the tower to the Sasquatch is 6°. The second sighting, taken just 10 seconds later,
gives the the angle of depression as 6.5°. How far did the Saquatch travel in those 10
seconds? Round your answer to the nearest foot. How fast is it running in miles per
hour? Round your answer to the nearest mile per hour. If the Sasquatch keeps up this
pace, how long will it take for the Sasquatch to reach the firetower from his location at
the second sighting? Round your answer to the nearest minute.

When I stand 30 feet away from a tree at home, the angle of elevation to the top of the tree
is 50° and the angle of depression to the base of the tree is 10°. What is the height of the
tree? Round your answer to the nearest foot.

From the observation deck of the lighthouse at Sasquatch Point 50 feet above the surface of
Lake Ippizuti, a lifeguard spots a boat out on the lake sailing directly toward the lighthouse.
The first sighting had an angle of depression of 8.2° and the second sighting had an angle of
depression of 25.9°. How far had the boat traveled between the sightings?

A guy wire 1000 feet long is attached to the top of a tower. When pulled taut it makes a 43°
angle with the ground. How tall is the tower? How far away from the base of the tower does
the wire hit the ground?

In Exercises 82 - 128, verify the identity. Assume that all quantities are defined.

82.

84.

86.

88.

90.

92.

cos(6) sec(8) = 1 83. tan(6) cos(9) = sin(0)

sin(9) ese(9) = 1 85. tan(6) cot(9) = 1

ese(8) cos(9) = cot(6) 8. (2:2((09)) — sec(9) tan(0)
;‘;((99)) — csc(8) cot(9) 9. 1;21(1;@ = sec(6) + tan(6)
! ;;"(’;)(0) — cse(8) — cot(8) 91, 1_‘“;511% — sec(6)

1 _STO(SHQ)( gy = cselt) 03, % — cos(6)
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96.

98.

100.

102.

104.

106.

108.

110.

112.

114.

116.

118.

120.

122.

124.

126.

128.

csc(0) .
T+ oot~ Sn®)
cot()
csc?(f) — 1 tan(6)

sin(0) = (1 — COSQ(Q))Z sin(6)
cos?(6) tan®(0) = tan(#) — sin(#) cos()

cos(d) +1 1 +sec(d)
cos(f) —1 1 —sec(f)
1 —cot(d) tan(f)—1
1 +cot(d) tan(d) +1

tan(f) + cot(#) = sec(f) csc(h)
cos(#) — sec(f) = — tan(0) sin(0)

sin(f) (tan(f) + cot(0)) = sec(h)

1 1
@ 1 s 1 = 2O e0t(0)
1 1
csc(f) — cot(0) a csc() + cot(6) = 2cot(0)
1
e — )~ )
M = csc(f) + cot(0)
1_ slin(e) = sec?(0) + sec(f) tan(0)
1— clos(G) = csc2(6) + csc(f) cot(6)
cos(d)  1—sin(0)
14sin()  cos(9)
1 — sin(6)

95.

97.

99.

101.

103.

105.

107.

109.

111.

113.

115.

117.

119.

121.

123.

125.

127.

763
an(6f
t2(9())—1 = cot(9)
4cos?(0) + 4sin?(9) = 4
tan®(#) = tan(#) sec?(d) — tan(6)
sect?(9) = (1+ taunQ(Q))4 sec?(6)
sect(0) — sec?(#) = tan?(6) + tan*(0)
sin(f) +1 1+ csc(f)
sin(f) —1 1 — csc(f)
1 — tan(0) _ cos(#) — sin(0)
1+ tan(f)  cos(f) + sin(h)
csc(f) — sin(f) = cot () cos(6)
cos(#)(tan(8) + cot(f)) = csc(6)
1 1
1 — cos(0) + 1 + cos(0) = 2esc(0)
1 1
csc(f) +1 * cse(f) — 1 = 2sec(f) tan(6)
cos(0) sin(6) .
1—tan(d) 1 — cot(d) = sin(6) + cos()
1
sec(0) — tan(0) = sec(f) + tan(6)
1
c(0) + ot (d) = csc(6) — cot(0)
1
1+ sin(0) = sec?() — sec(f) tan(6)
1
1T cos®) = csc?(0) — csc(f) cot(6)
_ sin(0)
csc(f) — cot(0) = T+ cos(d)
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In Exercises 129 - 132, verify the identity. You may need to consult Sections 2.2 and 6.2 for a
review of the properties of absolute value and logarithms before proceeding.

129.

131.

133.

134.

135.

In|sec(f)| = —In|cos(9)| 130. —In|csc(f)| = In|sin(8)]
—In|sec(f) —tan(0)| = In|sec(f) +tan(f)| 132. —In|csc(0)+ cot(0)| = In|csc(f) — cot ()]

Verify the domains and ranges of the tangent, cosecant and cotangent functions as presented
in Theorem 10.11.

As we did in Exercise 74 in Section 10.2, let o and 3 be the two acute angles of a right triangle.
(Thus a and f are complementary angles.) Show that sec(a) = csc(f) and tan(a) = cot(f3).
The fact that co-functions of complementary angles are equal in this case is not an accident
and a more general result will be given in Section 10.4.

We wish to establish the inequality cos() < sin(0)

<lfor0<6< g Use the diagram from

the beginning of the section, partially reproduced below, to answer the following.

, @

“\9

0 B(1,0) =z

1
(a) Show that triangle OPB has area B sin(6).
1
(b) Show that the circular sector OPB with central angle 6 has area 56.

1
(c) Show that triangle OQB has area itan(ﬁ).

(d) Comparing areas, show that sin(6) < 6 < tan(f) for 0 < § < g

sin(0)

(e) Use the inequality sin(6) < 6 to show that — < 1for0<6< g

sin(0)

(f) Use the inequality 6 < tan(f) to show that cos(f) < 0 for 0 <60 < g Combine this

with the previous part to complete the proof.
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136. Show that cos(#) <

s1n9(9) < 1 also holds for —g <6 <O.

137. Explain why the fact that tan(f) = 3 = 3 does not mean sin(#) = 3 and cos() = 1? (See the
solution to number 6 in Example 10.3.1.)
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T T 2V/3 5w
1. tan <Z) =1 2. sec (6) =3 3. csc (6) =2
4\ V3 117\ V3 3T .
)y Ve ) =X : —— fi
4.cot(3> 3 5.tan< 6) 3 6860( 2>1sundened
™ 2v/3 137
7. csc ( 3) 3 co < 5 > 9. tan (117m)
10. sec (—5;> =2 11. csc (37) is undefined 12. cot (—5m) is undefined
31m . 7r T
13. tan [ —— ] is undefined 14. sec (—) =2 15. csc [ —— | = V2
2 4 4
T 2
16. cot (6> =3 17. tan (3) =3 18. sec(—771) = —1
19. ese () =1 20. cot (27 ) = —1
2 4
21. sin(f) = 2, cos(#) = —%,tan(f) = —2, csc(6) = 2,sec(d) = —2,cot(0) = —3
22. sin(f) = ﬁ,cos(@) 153,tan(0) = %,CSC(Q) = —13 sec(f) = 153,cot(l9) >
23. sin(6) = 2%, cos(f) = o=, tan(f) = 2, csc(6) = 22, sec(d) = 2, cot(6) = 5
24. sin(0) = 47‘/3, cos(f) = 1, tan(f) = —4v/3, csc(f) = 71\2f75ec(9) =7,cot(f) = —g
25. sin(f) = —%,COS(Q) = —3 tan(f) = \/gl,csc(@) = —wﬁ,secw) = -2 cot(f) = %
26. sin(f) = @,cos(@) 235‘2?? tan(f) = %, csc(f) = /530, sec(f) = —%,cot(&) —23
27. sin(0) = — 245 cos(0) = ¥3, tan() = —2, csc(d) = — %2, sec(6) = /5, cot(0) = —1
28. sin(f) = @,605(0) = —1,tan(f) = —V/15, csc(f) = L sec(f) = —4, cot(f) = —%
29. sin(f) = —%,COS(Q) = ‘ﬁ ,tan(0) = ‘ég,csc(e) —/6,sec(f) = —@,cot(&) =5
30. sin(f) = 2—\:{5,008(0) = 1, tan(f) = 2v/2, csc(f) = 3T\E,sec(G) = 3,cot(f) = g
31. sin(f) = %,COS(@) = %,tan(ﬁ) 1. csc(0) = VB, sec(f) = é,co‘c(@) =2
32. sin(6) = £, cos(6) = 2\[ ,tan(f) = g,csc(e) = 5,sec(f) = 512[,cot(6) —2v6
33. sin(f) = \/lllTO,cos(G) —T\T,tan(ﬁ) V10, csc(h) = \/foTo,sec(H) = —V/11,cot(9) = ‘{—TOO
34. sin(f) = —%,COS(Q) = \g,tan(e) —/19,csc(f) = —%,sec( ) = 2v/5, cot(h) = —g
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35. csc(78.95°) ~ 1.019 36. tan(—2.01) ~ 2.129
37. cot(392.994) ~ 3.292 38. sec(207°) ~ —1.122
39. csc(5.902) ~ —2.688 40. tan(39.672°) ~ 0.829
41. cot(3°) ~ 19.081 42. sec(0.45) ~ 1.111

43. tan(f) = v/3 when 0 = g + mk for any integer k
s ST .
44. sec(f) = 2 when 0 = 3 + 27k or 0 = 5 + 27k for any integer k

3
45. csc(f) = —1 when 0 = % + 27k for any integer k.

3
46. cot(f) = \3[ when 6 = g + 7k for any integer k

47. tan(f) = 0 when 6 = 7k for any integer k

48. sec(f) = 1 when 0 = 27k for any integer k

5
49. csc(f) =2 when 0 = % + 27k or 0 = % + 27k for any integer k.
50. cot(f) = 0 when 6 = g + 7k for any integer k
3w .
51. tan(f) = —1 when 0 = T + 7k for any integer k
52. sec(f) = 0 never happens

1
53. csc(f) = —5 hever happens
54. sec(f) = —1 when 6 = 7 + 27k = (2k + 1)7 for any integer k

2
55. tan(f) = —v/3 when 0 = % + mk for any integer k
Vs 117 .
56. csc(f) = —2 when 6 = 5 + 27k or § = e + 27k for any integer k
3 .
57. cot(f) = —1 when 0 = v + 7k for any integer k

58. cot(t) =1 when ¢t = % + 7k for any integer k

3
59. tan(t) = \Sf when t = % + wk for any integer k
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23 5

60. sec(t) = ——3 when ¢t = & +2rk ort = %r + 2mk for any integer k
61. csc(t) = 0 never happens

62. cot(t) = —/3 when t = %T + 7k for any integer k

63. tan(t) = —\ég when t = 5% + mk for any integer k
2 11
64. sec(t) = \3/3 when t = % + 27k or t = Tﬂ + 27k for any integer k

2V/3

2
65. csc(t) = 3 when ¢t = g + 27k or t = ?ﬂ + 27k for any integer k

66. 8 =30°, a = 3v3, c = V108 = 6/3

12
67. a = 56° b= 12tan(34°) = 8.094, ¢ = 12sec(34°) = ——— ~ 14.475
cos(34°)
6

68. 0 =43°, a = 6cot(47°) = ———— ~ 5.595, ¢ = 6csc(47°) = ~ 8.204

@ = Geot(47°) tan(47°) ¢ = Gesc(d) sin(47°)
69. B = 40°, b= 2.5tan(50°) & 2.979, ¢ = 2.5 s0(50°) = — 20— ~ 3.889

. — = 2. n ~ 2. = 2. = =~ O.

, a , C sec cos(50°)
70. The side adjacent to 6 has length 41/3 ~ 6.928
71. The side opposite 6 has length 10sin(15°) ~ 2.588
72. The side opposite 6 is 2 tan(87°) ~ 38.162

14
73. The hypoteneuse has length 14 csc(38.2°) = ————— ~ 22.639
sin(38.2°)

74. The side adjacent to € has length 3.98 cos(2.05°) ~ 3.977
75. The side opposite 6 has length 31 tan(42°) ~ 27.912

76. The tree is about 47 feet tall.

77. The lights are about 75 feet apart.

78. (b) The fire is about 4581 feet from the base of the tower.

(c) The Sasquatch ran 200 cot(6°) — 200 cot(6.5°) ~ 147 feet in those 10 seconds. This
translates to &~ 10 miles per hour. At the scene of the second sighting, the Sasquatch
was = 1755 feet from the tower, which means, if it keeps up this pace, it will reach the
tower in about 2 minutes.
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79. The tree is about 41 feet tall.
80. The boat has traveled about 244 feet.

81. The tower is about 682 feet tall. The guy wire hits the ground about 731 feet away from the
base of the tower.
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10.4 TRIGONOMETRIC IDENTITIES

In Section 10.3, we saw the utility of the Pythagorean Identities in Theorem 10.8 along with the
Quotient and Reciprocal Identities in Theorem 10.6. Not only did these identities help us compute
the values of the circular functions for angles, they were also useful in simplifying expressions
involving the circular functions. In this section, we introduce several collections of identities which
have uses in this course and beyond. Our first set of identities is the ‘Even / Odd’ identities.

Theorem 10.12. Even / Odd Identities: For all applicable angles 6,
e cos(—0) = cos(6) e sin(—60) = —sin(h) e tan(—0) = —tan(f)
e sec(—6) = sec(0) e csc(—60) = —csc(f) e cot(—0) = —cot(0)

In light of the Quotient and Reciprocal Identities, Theorem 10.6, it suffices to show cos(—6) = cos(#)
and sin(—6) = —sin(#). The remaining four circular functions can be expressed in terms of cos(6)
and sin(f) so the proofs of their Even / Odd Identities are left as exercises. Consider an angle
plotted in standard position. Let 6, be the angle coterminal with # with 0 < 6, < 27. (We can
construct the angle 6, by rotating counter-clockwise from the positive z-axis to the terminal side
of 6 as pictured below.) Since 6 and 6, are coterminal, cos(f) = cos(6,) and sin(0) = sin(6,).

Y

1
6o

Yy
1
4/-\\ | P(cos(0p),sin(6o)) | /\

&ﬂ 0 1 ’ Q(COS(—Ho)Vsin(—Go))‘ J ;1 z
N

_00

We now consider the angles —0 and —6,. Since 6 is coterminal with 6,, there is some integer k so
that @ = 6, + 2m - k. Therefore, —0 = —0, — 27 - k = —0, + 27 - (—k). Since k is an integer, so is
(—k), which means —6 is coterminal with —6,. Hence, cos(—#) = cos(—6,) and sin(—0) = sin(—#6,).
Let P and @ denote the points on the terminal sides of 6§, and —6,, respectively, which lie on the
Unit Circle. By definition, the coordinates of P are (cos(6,),sin(6,)) and the coordinates of @) are
(cos(—b,),sin(—6,)). Since 6, and —6, sweep out congruent central sectors of the Unit Circle, it

! As mentioned at the end of Section 10.2, properties of the circular functions when thought of as functions of
angles in radian measure hold equally well if we view these functions as functions of real numbers. Not surprisingly,
the Even / Odd properties of the circular functions are so named because they identify cosine and secant as even
functions, while the remaining four circular functions are odd. (See Section 1.6.)
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follows that the points P and @ are symmetric about the z-axis. Thus, cos(—6,) = cos(f,) and
sin(—6,) = —sin(f,). Since the cosines and sines of §, and —6, are the same as those for 6 and
—0, respectively, we get cos(—6) = cos(#) and sin(—6) = —sin(d), as required. The Even / Odd
Identities are readily demonstrated using any of the ‘common angles’ noted in Section 10.2. Their
true utility, however, lies not in computation, but in simplifying expressions involving the circular
functions. In fact, our next batch of identities makes heavy use of the Even / Odd Identities.

Theorem 10.13. Sum and Difference Identities for Cosine: For all angles o and §,

e cos(a+ 3) = cos(a) cos(f8) — sin(a) sin(/3)

e cos(a — ) = cos(a) cos(B) + sin(a) sin(p)

We first prove the result for differences. As in the proof of the Even / Odd Identities, we can reduce
the proof for general angles o and 5 to angles o, and 3, coterminal with « and (3, respectively,
each of which measure between 0 and 27 radians. Since a and «, are coterminal, as are 5 and [,,
it follows that @ — 3 is coterminal with «y — 3,. Consider the case below where oy > S,.

y Y

| + A(cos(ag — Bo), sin(ao — Bo))

a0 — o A Qleos(Bo), sin(Bo))
U a
K-\
@
\ o ao — Bo

Py | *
* T *

P(cos(ap), sin(a))

(0] 1 =z (@] B(1,0) =

Since the angles POQ and AOB are congruent, the distance between P and ) is equal to the
distance between A and B.? The distance formula, Equation 1.1, yields

v/ (cos(ag) — cos(B))? + (sin(a) —sin(By))2 = +/(cos(ag — Bo) — 1)2 + (sin(cy — By) — 0)2

Squaring both sides, we expand the left hand side of this equation as

(cos(ao) — cos(B))? + (sin(ao) —sin(By))? = cos®(ap) — 2cos(ag) cos(By) 4 cos® ()
+sin?(ayp) — 2sin(ay) sin(B,) + sin?(3,)

= cos?(ay) + sin?(ay) + cos?(B,) + sin?(5,)
—2 cos(ay) cos(fy) — 2sin(ay,) sin(B,)

2In the picture we’ve drawn, the triangles POQ and AOB are congruent, which is even better. However, ag — o
could be 0 or it could be 7, neither of which makes a triangle. It could also be larger than 7, which makes a triangle,
just not the one we’ve drawn. You should think about those three cases.
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From the Pythagorean Identities, cos?(ay) + sin(a,) = 1 and cos?(f3,) + sin?(3,) = 1, so

(cos(a) — cos(By))? + (sin(a) — sin(By))? = 2 — 2cos(ay,) cos(By) — 2sin(ay) sin(B,)

Turning our attention to the right hand side of our equation, we find

(cos(ag — Bo) — 1)2 4 (sin(ap — By) — 0)2 = cos?(ay — By) — 2cos(ag — Bo) + 1 4 sin? (o — By)
= 14 cos?(ap — B) + sin?(ay — Bo) — 2cos(a — Bo)

Once again, we simplify cos?(a, — 3,) + sin®(ay — ;) = 1, so that

(cos(ag — Bo) — 1)2 + (sin(ap — By) — 0)2 = 2 —2cos(a, — )

Putting it all together, we get 2 — 2 cos(a) cos(f,) — 2sin(ay) sin(5,) = 2 — 2 cos(ay — fy), which
simplifies to: cos(ay — fy) = cos(ay) cos(By) + sin(ay) sin(f,). Since o and «y, B and 5, and o —
and «, — f3, are all coterminal pairs of angles, we have cos(a — 3) = cos(a) cos(3) + sin(«) sin(f3).
For the case where o, < ), we can apply the above argument to the angle 8, — a, to obtain the
identity cos(8, — ) = cos(/3y) cos(a) + sin(f,) sin(a,). Applying the Even Identity of cosine, we
get cos(By — o) = cos(—(ay — o)) = cos(ay — By), and we get the identity in this case, too.

To get the sum identity for cosine, we use the difference formula along with the Even/Odd Identities
cos(a + ) = cos(a — (—f)) = cos(a) cos(— ) + sin(a) sin(—/3) = cos(a) cos(f) — sin(a) sin(3)
We put these newfound identities to good use in the following example.

Example 10.4.1.

1. Find the exact value of cos (15°).
2. Verify the identity: cos (5 — 6) = sin(6).
Solution.

1. In order to use Theorem 10.13 to find cos (15°), we need to write 15° as a sum or difference
of angles whose cosines and sines we know. One way to do so is to write 15° = 45° — 30°.

cos (15°) = cos(45° —30°)
= cos(45°) cos (30°) + sin (45°) sin (30°)

SUIGRELE
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2. In a straightforward application of Theorem 10.13, we find

cos (g — 0) = cos (g) cos (0) + sin (g) sin (0)

= (0) (cos(0)) + (1) (sin(8))
= sin(6) 0

The identity verified in Example 10.4.1, namely, cos (g — 9) = sin(#), is the first of the celebrated
‘cofunction’ identities. These identities were first hinted at in Exercise 74 in Section 10.2. From
sin(g) = cos (5 — ), we get:

sin (g - 0) = cos (g - [g - 9]) = cos(#),

which says, in words, that the ‘co’sine of an angle is the sine of its ‘co’'mplement. Now that these
identities have been established for cosine and sine, the remaining circular functions follow suit.
The remaining proofs are left as exercises.

Theorem 10.14. Cofunction Identities: For all applicable angles 6,

e Cos (g - 9) = sin(0) e sec (g - 9) = csc(6) e tan (g - 9) = cot(#)
e sin (g - 9) = cos(6) e csc (g - 9) = sec(0) e cot (g - 0) = tan(6)

With the Cofunction Identities in place, we are now in the position to derive the sum and difference
formulas for sine. To derive the sum formula for sine, we convert to cosines using a cofunction
identity, then expand using the difference formula for cosine

sin(a + ) = cos <% —(a+ 5))

= cos([g —Oé} —ﬁ)
= cos (g — a) cos(f3) + sin (g — 04) sin(f)

= sin(a) cos(B) + cos(a) sin(B)

We can derive the difference formula for sine by rewriting sin(a — ) as sin(a + (—/)) and using
the sum formula and the Even / Odd Identities. Again, we leave the details to the reader.

Theorem 10.15. Sum and Difference Identities for Sine: For all angles o and 3,
e sin(a + () = sin(a) cos(3) + cos(a) sin(f)
e sin(a — ) = sin(«) cos(B) — cos(a) sin(3)
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Example 10.4.2.

1. Find the exact value of sin (%’T)

2. If v is a Quadrant IT angle with sin(a) = %, and f is a Quadrant III angle with tan(83) = 2,
find sin(a — f).

3. Derive a formula for tan(a + ) in terms of tan(a) and tan(/3).

Solution.

1. Asin Example 10.4.1, we need to write the angle 119—; as a sum or difference of common angles.

The denominator of 12 suggests a combination of angles with denominators 3 and 4. One
197

such combination is 53+ = %” + 7. Applying Theorem 10.15, we get

ELLANNNL .
S1n 12 = Sln 3 4

2. In order to find sin(a — ) using Theorem 10.15, we need to find cos(a) and both cos(/3)

and sin(). To find cos(a), we use the Pythagorean Identity cos?(a) + sin?(a) = 1. Since
sin(a) = %, we have cos?(a) + (%)2 =1, or cos(a) = :I:%. Since « is a Quadrant IT angle,
cos(a) = —12. We now set about finding cos(3) and sin(3). We have several ways to proceed,
but the Pythagorean Identity 1 4 tan?(3) = sec?(3) is a quick way to get sec(3), and hence,
cos(B). With tan(3) = 2, we get 1 + 22 = sec?(3) so that sec(8) = +£+v/5. Since 3 is a

Quadrant IIT angle, we choose sec(8) = —/5 so cos(f8) = m = %\/g = —é. We now need
to determine sin(3). We could use The Pythagorean Identity cos?(3) + sin?(8) = 1, but we

opt instead to use a quotient identity. From tan(3) = :g;((’g)), we have sin(f) = tan(8) cos(3)
so we get sin(5) = (2) (—%) = _2?\/5_ We now have all the pieces needed to find sin(a — f):

sin(a — )

sin(«) cos(B) — cos(«) sin(/3)

- ()R
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3. We can start expanding tan(« + ) using a quotient identity and our sum formulas

sin(a + )

cos(a + f)

sin(a) cos(3) + cos(a) sin(3)
cos(a) cos(B) — sin(a) sin(S)

tan(a + ()

Since tan(«a) = i;n((a)) and tan(f) = i;n((g)) it looks as though if we divide both numerator and

denominator by cos(«) cos(3) we will have what we want

1

_ sin(a) cos(8) + cos(a) sin(B)  cos(a) cos(B)
tan(a +5) = cos(a) cos(B) — sin(«) sin(p) 1

cos(a) cos(B)

tan(a) + tan(p)
1 — tan(«) tan(p)

Naturally, this formula is limited to those cases where all of the tangents are defined. O

The formula developed in Exercise 10.4.2 for tan(a+ ) can be used to find a formula for tan(a— )
by rewriting the difference as a sum, tan(a+(—£)), and the reader is encouraged to fill in the details.
Below we summarize all of the sum and difference formulas for cosine, sine and tangent.

Theorem 10.16. Sum and Difference Identities: For all applicable angles o and 3,

e cos(a =+ 3) = cos(a) cos(B) F sin() sin(3)
e sin(a £ ) = sin(a) cos(3) £ cos(a) sin(f)

tan(a) £ tan(p)
1 F tan(«) tan(p)

In the statement of Theorem 10.16, we have combined the cases for the sum ‘+’ and difference ‘—’
of angles into one formula. The convention here is that if you want the formula for the sum ‘+’ of

e tan(a £ f3) =
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3 )

two angles, you use the top sign in the formula; for the difference, ‘—’, use the bottom sign. For

example,

t -t
tan(a — B) = an(a) — tan(p)

1 + tan(«) tan(p)
If we specialize the sum formulas in Theorem 10.16 to the case when a = 3, we obtain the following
‘Double Angle’ Identities.

Theorem 10.17. Double Angle Identities: For all applicable angles 6,

cos?(6) — sin?(6)
e cos(20) =< 2cos?() —1

1 — 2sin?(f)
e sin(20) = 2sin(0) cos(0)

e tan(20) = m

The three different forms for cos(26) can be explained by our ability to ‘exchange’ squares of cosine
and sine via the Pythagorean Identity cos?(6) + sin?(f) = 1 and we leave the details to the reader.
It is interesting to note that to determine the value of cos(26), only one piece of information is
required: either cos(f) or sin(#). To determine sin(26), however, it appears that we must know
both sin(f) and cos(). In the next example, we show how we can find sin(20) knowing just one
piece of information, namely tan(6).

Example 10.4.3.

1. Suppose P(—3,4) lies on the terminal side of § when @ is plotted in standard position. Find
cos(26) and sin(260) and determine the quadrant in which the terminal side of the angle 26
lies when it is plotted in standard position.

2. If sin(f) = x for =5 < 0 < 7, find an expression for sin(26) in terms of x.

2 tan(f)

3. Vel“lfy the ldentlty Sln(29) = H—Tnz(m

4. Express cos(30) as a polynomial in terms of cos(f).

Solution.

1. Using Theorem 10.3 from Section 10.2 with z = —3 and y = 4, we find r = /22 + y2 = 5.

Hence, cos(f) = —2 and sin(d) = 3. Applying Theorem 10.17, we get cos(26) = cos*(0) —
sin?(0) = (—%)2 - (%)2 = —+&, and sin(26) = 2sin(6) cos(f) = 2 (%) (-2) = —%. Since both
cosine and sine of 20 are negative, the terminal side of 20, when plotted in standard position,

lies in Quadrant III.
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2. If your first reaction to ‘sin(f) = 2’ is ‘No it’s not, cos(d) = z!” then you have indeed learned
something, and we take comfort in that. However, context is everything. Here, ‘x’ is just a
variable - it does not necessarily represent the z-coordinate of the point on The Unit Circle
which lies on the terminal side of #, assuming # is drawn in standard position. Here, x
represents the quantity sin(), and what we wish to know is how to express sin(26) in terms
of x. We will see more of this kind of thing in Section 10.6, and, as usual, this is something we
need for Calculus. Since sin(26) = 2sin(6) cos(#), we need to write cos(#) in terms of x to finish
the problem. We substitute z = sin(f) into the Pythagorean Identity, cos?(#) + sin?() = 1,
to get cos?(d) + 2% = 1, or cos(d) = £v1— 22 Since —F < 6 < %, cos(f) > 0, and thus

cos(0) = V1 — 22, Our final answer is sin(26) = 2sin(0) cos(f) = 2zv1 — 22.

3. We start with the right hand side of the identity and note that 1 + tan?(#) = sec?(#). From
this point, we use the Reciprocal and Quotient Identities to rewrite tan(f) and sec(f) in terms
of cos(f) and sin(6):

sin(6)
2tan(0) 2tan(6) cos(6) sin(0) 9
1+ tan?(6) sec2(0) 1 ) cos™(6)

cos?(0)
sin(0) = 2sin(60) cos = sin
2 (S0 ) sost#reos(s) = 2sin(8) cos(t) = sin(20)

4. In Theorem 10.17, one of the formulas for cos(26), namely cos(20) = 2 cos?(#) — 1, expresses
cos(26) as a polynomial in terms of cos(f). We are now asked to find such an identity for
cos(360). Using the sum formula for cosine, we begin with

cos(30) = cos(20+ 6)
cos(26) cos(f) — sin(20) sin(0)

Our ultimate goal is to express the right hand side in terms of cos(f) only. We substitute
cos(26) = 2cos?(f) — 1 and sin(26) = 2sin(#) cos(f) which yields

cos(30) = cos(20)cos(f) — sin(20) sin(0)
= (2cos?(f) — 1) cos(6) — (2sin(8) cos(f)) sin(6)
= 2co0s?(#) — cos(f) — 2sin?(0) cos(H)

Finally, we exchange sin?(f) for 1 — cos?(#) courtesy of the Pythagorean Identity, and get

— cos(#) — 2sin?(f) cos(6)
— cos() — 2 (1 — cos?(0)) cos(6)
)

cos(30) = 2cos(0)

= (0)
= 2co0s3(f) — cos(#) — 2cos(f) + 2 cos3(6)
= (0)

|
o}
(@]
@}
2}

and we are done. O
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In the last problem in Example 10.4.3, we saw how we could rewrite cos(36) as sums of powers of
cos(f). In Calculus, we have occasion to do the reverse; that is, reduce the power of cosine and
sine. Solving the identity cos(260) = 2cos?(6) — 1 for cos?(f) and the identity cos(26) = 1 —2sin?(6)
for sin?() results in the aptly-named ‘Power Reduction’ formulas below.

Theorem 10.18. Power Reduction Formulas: For all angles 0,
1 2
o cos?(6) = 1+ cos(26)
2
o sin?(6) 1-— 0(2)5(29)

Example 10.4.4. Rewrite sin?(#) cos?(#) as a sum and difference of cosines to the first power.

Solution. We begin with a straightforward application of Theorem 10.18

in2(6) cos?(9) <1—C(2)s(29)> <1+C(2)s(29)>

Next, we apply the power reduction formula to cos?(26) to finish the reduction

1 1
sin(0) cos?(0) = 171 cos?(20)
_ 1 1 /1+cos(2(20))
44 2
1 1
= 178" — cos(40)
1 1
= - —cos(4
573 cos(40) 0

Another application of the Power Reduction Formulas is the Half Angle Formulas. To start, we

apply the Power Reduction Formula to cos? (%)

0
(0 _Leos2(9) _1+cos®)
2 2 2
We can obtain a formula for cos (g) by extracting square roots. In a similar fashion, we may obtain
a half angle formula for sine, and by using a quotient formula, obtain a half angle formula for
tangent. We summarize these formulas below.
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Theorem 10.19. Half Angle Formulas: For all applicable angles 6,

. cos <0) _ 1 + cos(0)
2 2

Q)T

6
where the choice of + depends on the quadrant in which the terminal side of 3 lies.

Example 10.4.5.
1. Use a half angle formula to find the exact value of cos (15°).

2. Suppose —7 < 6 < 0 with cos(¢) = —2. Find sin (9).

3. Use the identity given in number 3 of Example 10.4.3 to derive the identity

wn(3) -

Solution.

1. To use the half angle formula, we note that 15° = % and since 15° is a Quadrant I angle,
its cosine is positive. Thus we have

o \/g
1+ %
cos(15°) = + /1+cos(30 ) _ ] +2 5

2+

%
a

\S
l\')\l\')

Back in Example 10.4.1, we found cos (15°) by using the difference formula for cosine. In that

case, we determined cos (15°) = M. The reader is encouraged to prove that these two
expressions are equal.

2. If =7 <60 <0, then -5 < g < 0, which means sin (g) < 0. Theorem 10.19 gives
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3. Instead of our usual approach to verifying identities, namely starting with one side of the
equation and trying to transform it into the other, we will start with the identity we proved
in number 3 of Example 10.4.3 and manipulate it into the identity we are asked to prove. The

identity we are asked to start with is sin(26) = liﬁi%. If we are to use this to derive an
identity for tan (g), it seems reasonable to proceed by replacing each occurrence of § with g
2tan (Q)
: 0 2
sin (2 (3)) > (8
1+ tan? (§)
2tan (g)

(6 _zstan(z)
sm( ) 1 + tan? (%)

We now have the sin(f) we need, but we somehow need to get a factor of 1+ cos() involved.
To get cosines involved, recall that 1 + tan? (g) = sec? (g) We continue to manipulate our

given identity by converting secants to cosines and using a power reduction formula

. B 2tan (Q)
sin(f) = m
. 2tan (g)
sin(6) =
(6) sec? (g)
sin(0) = 2tan (§) cos® (§)
sin(f) = 2tan (g) (W)

sin(f) = tan () (1 + cos(6))
0\ sin(6)
tan <2> 1+ cos(0)

Our next batch of identities, the Product to Sum Formulas,® are easily verified by expanding each
of the right hand sides in accordance with Theorem 10.16 and as you should expect by now we leave
the details as exercises. They are of particular use in Calculus, and we list them here for reference.

O]

Theorem 10.20. Product to Sum Formulas: For all angles « and £,
e cos(a) cos(B) = 1 [cos(a — B) + cos(a + B)]
e sin(a)sin(B) = 3 [cos(a — ) — cos(a + B)]

e sin(a) cos(B) = 5 [sin(a — B) + sin(a + B)]

3These are also known as the Prosthaphaeresis Formulas and have a rich history. The authors recommend that
you conduct some research on them as your schedule allows.
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Related to the Product to Sum Formulas are the Sum to Product Formulas, which we will have
need of in Section 10.7. These are easily verified using the Product to Sum Formulas, and as such,
their proofs are left as exercises.

Theorem 10.21. Sum to Product Formulas: For all angles o and £,

e cos(a) + cos(3) = 2cos (a—;ﬁ> o8 <a 5 B)

2
e cos(a) — cos(B) = —2sin (O‘ ; B) sin (0‘ g 5)

e sin(a) £ sin(3) = 2sin <aiﬁ> €08 <a ]Fﬁ>

2 2

Example 10.4.6.

1. Write cos(26) cos(66) as a sum.

2. Write sin(6) — sin(36) as a product.
Solution.

1. Identifying o = 26 and = 66, we find

cos(20) cos(60) = & [cos(20 — 66) + cos(26 + 66)]
3 cos(—40) + & cos(80)
3 cos(46) + £ cos(80),

where the last equality is courtesy of the even identity for cosine, cos(—46) = cos(40).

2. Identifying @ = 6 and [ = 36 yields

60— 30 0+ 30
sin(f) —sin(30) = 2sin <23> cos < 23 )
= 2sin(—0)cos (20)
= —2sin(#)cos(26),
where the last equality is courtesy of the odd identity for sine, sin(—6) = — sin(0). O

The reader is reminded that all of the identities presented in this section which regard the circular
functions as functions of angles (in radian measure) apply equally well to the circular (trigonometric)
functions regarded as functions of real numbers. In Exercises 38 - 43 in Section 10.5, we see how some
of these identities manifest themselves geometrically as we study the graphs of the these functions.
In the upcoming Exercises, however, you need to do all of your work analytically without graphs.
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10.4.1 EXERCISES

In Exercises 1 - 6, use the Even / Odd Identities to verify the identity. Assume all quantities are
defined.

. . T s
1. sin(37 — 20) = —sin(20 — 37) 2. cos <_Z - 5t) = cos (5t + Z>
3. tan(—t2 +1) = —tan(t? — 1) 4. csc(—0 —5) = —csc(f + 5)
5. sec(—6t) = sec(6t) 6. cot(9 —76) = —cot(70 — 9)

In Exercises 7 - 21, use the Sum and Difference Identities to find the exact value. You may have
need of the Quotient, Reciprocal or Even / Odd Identities as well.

7. cos(75°) 8. sec(165°) 9. sin(105°)
10. csc(195°) 11. cot(255°) 12. tan(375°)
1 11 1
13. cos (13;) 14. sin (12”) 15. tan (f’;)
7T 177 . T
16. cos <12> 17. tan <12> 18. sin (E)
117 5%8 s
19. cot (12> 20. csc <12> 21. sec (—E)
1
22. If « is a Quadrant IV angle with cos(a) = \ég, and sin(f) = \{?, where % < B <, find
(a) cos(a+ B) (b) sin(a + B) (c) tan(a + B)
() cos(a— f) (e) sin(a — ) (f) tan(a — )

23. If csc(a) = 3, where 0 < a < g, and f§ is a Quadrant IT angle with tan(8) = —7, find
(a) cos(a+ ) (b) sin(a + f) (c) tan(a + f)

(d) cos(a — 8) (e) sin(a — B) (£) tan(a — )

12
24. If sin(a) = g, where 0 < a < %, and cos(f) = 13 where 3% < B < 2w, find

(a) sin(a + 8) (b) cos(a — §) (c) tan(a — B)
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24
25. If sec(a) = —§, where g < a <, and tan(f) = - where 7 < 8 < %T, find

3
(a) csc(ar—B)

In Exercises 26 - 38, verify the identity.
26. cos(f — m) = — cos(0)
T
28. tan <0 + 5) = —cot(0)
30. sin(a + B) — sin(a — ) = 2 cos(«) sin(3)
32. cos(a+ ) —cos(a— B) = —2sin(a) sin(B)

cos(a + ) 1 —tan(a)

34 cos(a — ) 1+ tan(a)

(b) sec(a+ )

(¢) cot(a+ pB)

27. sin(m — 0) = sin(0)
29. sin(a + f) + sin(a — ) = 2sin(«) cos(B)

31. cos(a + B) + cos(a — B) = 2 cos(a) cos(B)

sin(a + ) 1+ cot(a) tan(B)

33. sin(a — §) 1 - cot(a) tan(B)

tan(a + ) _ sin(a) cos(ar) + sin(3) cos(3)
tan(a — B)  sin(a) cos(a) — sin(B) cos(B)

35.

36, SR Zsint) _ ) (Sin(h)) 4 sin(t) (COS(’"LH>

h h

a7, OstH ) Zcosll) _or) (C'Os(h)l> — sin(t) (Sm(h)>

h h

h

h

3&mn@+h)—um@):<FmUw>(1_mzizﬁmaw>

h h

In Exercises 39 - 48, use the Half Angle Formulas to find the exact value. You may have need of
the Quotient, Reciprocal or Even / Odd Identities as well.

39. cos(75°) (compare with Exercise 7)

41. cos(67.5°)

43. tan(112.5°)

45. sin <%) (compare with Exercise 18)

51
47. si —
sm<8>

40. sin(105°) (compare with Exercise 9)

42. sin(157.5°)

7
44. cos (17;) (compare with Exercise 16)

v
46, (—)
COS 8

s
48. t
m<8>
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In Exercises 49 - 58, use the given information about 6 to find the exact values of

e sin(260) e cos(20) e tan(20)

() () con(2)

. 7 3m 28 T
49. sin(f) = —9E where 5 < 0 < 2w 50. cos(f) = 3 where 0 < 6 < 5
s
51. tan(f) = % where T < 0 < 3% 52. csc(f) = 4 where 5 < 0<m
53. cos(f) = % where 0 < 6 < g 54. sin(f) = —% where 7 < 6§ < 37”
12 3 . ) m
55. cos(f) = a3 where 5 < 0 <27 56. sin(f) = 3 where 5 < 0<m
T
57. sec(f) = v/5 where 3% <0<2rm 58. tan(f) = —2 where 5 < o <m
In Exercises 59 - 73, verify the identity. Assume all quantities are defined.
59. (cos(#) + sin(#))? = 1 + sin(26) 60. (cos(f) — sin(#))? = 1 — sin(26)
1 1 cot(#) + tan(6)
1. 20) = — — T )
61. tan(20) [ —tan(d) 1+ tan(d) 62. csc(20) 5
63. 8sin*(#) = cos(460) — 4 cos(20) + 3 64. 8cost(0) = cos(46) + 4 cos(26) + 3
65. sin(36) = 3sin() — 4sin>(0) 66. sin(460) = 4sin(f) cos?(0) — 4sin3(6) cos(0)
67. 32sin?(6) cos*(0) = 2 + cos(20) — 2 cos(46) — cos(66)
68. 32sin*(6) cos?(0) = 2 — cos(20) — 2 cos(46) + cos(66)
69. cos(40) = 8cos*() — 8cos?(A) + 1
70. cos(86) = 128 cos® () — 256 cos® (A) + 160 cos*(A) — 32 cos?(0) +1 (HINT: Use the result to 69.)
cos(6) sin(0)
1. 20) =
71. sec(20) cos(f) + sin(0) + cos(f) — sin(h)
1. 1 ‘ n 1 ' _ 2 cos(0)
cos(f) —sin(f) = cos(f) +sin(f)  cos(26)
- 1 1 _ 2sin(0)
" cos(f) —sin(f)  cos(f) +sin(f)  cos(26)
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In Exercises 74 - 79, write the given product as a sum. You may need to use an Even/Odd Identity.
74. cos(30) cos(50) 75. sin(20) sin(76) 76. sin(96) cos(0)
77. cos(20) cos(66) 78. sin(30) sin(26) 79. cos(#) sin(36)

In Exercises 80 - 85, write the given sum as a product. You may need to use an Even/Odd or
Cofunction Identity.

80. cos(36) + cos(560) 81. sin(26) — sin(76) 82. cos(50) — cos(60)
83. sin(96) — sin(—6) 84. sin(f) + cos(0) 85. cos(#) — sin(0)
86. Suppose 0 is a Quadrant I angle with sin(f) = z. Verify the following formulas

(a) cos(f) = V1 — a2 (b) sin(20) = 2xv1 — 22 (c) cos(26) =1 — 222

87. Discuss with your classmates how each of the formulas, if any, in Exercise 86 change if we
change assume 0 is a Quadrant II, I1I, or IV angle.

88. Suppose 6§ is a Quadrant I angle with tan(6) = x. Verify the following formulas

(a) cos(#) = :U21+1 (b) sin(f) = %—1—1
. 2z _ g2
(¢) sin(20) = = (d) cos(20) = ;H

89. Discuss with your classmates how each of the formulas, if any, in Exercise 88 change if we
change assume 0 is a Quadrant II, I1I, or IV angle.

90. If sin(f) = L for —g << E, find an expression for cos(26) in terms of z.

2

\V]

T 7r
for —— < 0 < —, find an expression for sin(26) in terms of .

91. If tan(f) = 5 5

I8 48

92. If sec(f) =~ for 0 < 6 < %, find an expression for In |sec(f) + tan(f)| in terms of x.

4
93. Show that cos?() — sin?(f) = 2cos?() — 1 = 1 — 2sin?(f) for all 6.

1
94. Let 6 be a Quadrant I1I angle with cos(f) = —E Show that this is not enough information to

0 7 3
determine the sign of sin <2> by first assuming 37 < 6 < ?ﬂ and then assuming 7 < 6 < %

6
and computing sin <2> in both cases.
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95.

96.

97.

98.
99.
100.
101.

102.
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V2+VE Vot V2
2

Without using your calculator, show that 1

In part 4 of Example 10.4.3, we wrote cos(36) as a polynomial in terms of cos(f). In Exercise
69, we had you verify an identity which expresses cos(46) as a polynomial in terms of cos(6).
Can you find a polynomial in terms of cos(f) for cos(56)? cos(60)? Can you find a pattern
so that cos(nf) could be written as a polynomial in cosine for any natural number n?

In Exercise 65, we has you verify an identity which expresses sin(36) as a polynomial in terms
of sin(#). Can you do the same for sin(56)? What about for sin(46)? If not, what goes wrong?

Verify the Even / Odd Identities for tangent, secant, cosecant and cotangent.
Verify the Cofunction Identities for tangent, secant, cosecant and cotangent.
Verify the Difference Identities for sine and tangent.

Verify the Product to Sum Identities.

Verify the Sum to Product Identities.
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10.4.2 ANSWERS

7. cos(75°%) = VG- V2

11. cot(255°) =

13. cos

17. tan

(

15. tan (113;
(
(

19. cot

21. sec (—
22. (a) cos(a+f) = ——
(c) tan(a+ B) = =7

(e) sin(a — ) =

[

447V2

23. (a) cos(a+fB) = — 20

—28+v2 63 —100v2

() tan(a+ ) =

A+7vV2
(©) sinfa - ) = —2EV2
24. (a) sin(a+B) = g

41

(b) cos(a —p)

787
8. sec(165°) = _\/ij\/é — V26
10. csc(195°) = Ny i — (V2 +6)
12. tan(375°) = 2; ﬁ =2-3

(1  V6-V2
14. sin (12> = 1

T V2 -6

16. cos <12> =

(b) sinfa -+ 5) = 2
(@) cos(ar - ) = =L

(f) tan(a — B) = —1

(b) sin(a + ) = 28 ;Oﬂ
(@) cos(ar— ) = =TTV

28442 63+100v2
CA-TV2 41

(f) tan(a —3)

33 56

5 (c) tan(a —B) = 33



788 FOUNDATIONS OF TRIGONOMETRY

5 125 117
2. (a) esc(a—f) =~ (b) sec(a +5) = 1= (c) cot(a+p) =+
2—43 2 3
3. cos(757) = L2 V3 10, sin(105°) = Y2V
2—-v2 2—4/2
41. cos(67.5%) = 2\[ 42. sin(157.5%) = < V2
242 e 2—3
43. tan(112.5°) = — =—-1—-+v2 44. cos () =
\/ 2 -2 12 2
(T 2—3 ™ 242
45. sin (ﬁ) = B 46. cos <§) = 2
47, sin 5T :M 8.t T\ 2—\/5_1 5
s T e\ S ) e T
336 527 336
49. e sin(20) = ~ 695 e cos(20) = 65 e tan(20) = ~Eo7
2] \/ﬁ 0 7\/§ 0 1
® sSin (5) = TO ® COS (5) = —W e tan (5) = —?
) 2520 1241 2520
50. e sin(20) = 3809 e cos(20) = ~ 5500 e tan(20) = il
5v/106 9106
[ [ [
e sin (5) = 06 ® COS (5) = 06 e tan (5) 2
12 11 12
51 e sin(20) = o0 o cos(20) = — 12 e tan(26) = — 220
169 169 119
3v13 213 3
[ [ [
® SIn (5) = 173 ® COS (5) —T e tan (i) = —5
V1 V1
52. e sin(26) = —?5 e cos(20) = < e tan(20) = _75

o = 2! T _
53. e sin(20) = % e cos(20) = ~58 e tan(20) = -
2
] sm(g):\ég ) cos(g):;/5 ] tan(g):f
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54.

55.

56.

o7.

58.

74.

e

80.

83.

90.

e sin(20) = %
e sin (g) = 2\5/5
o sin(26) = 1]
"
o sin(20) = —%
o sin () = 2020
e sin(20) = —%
o sin (§) = Y0
e sin(20) = ——
oy V50 +10v5
o sin (3) = 10

cos(26) + cos(80)
2

cos(40) + cos(86)
2

2 cos(46) cos(0)

2 cos(40) sin(50)

75.

78.

81.

84.

91.

e cos(20) = —%
. cos(8) = -2
11
e cos(20) = ff;
2
o cos (8) = 202
11
e cos(20) = 1—3
oy _ V26
e cos(3) = 96
e cos(20) = —%
50 + 10
[
® Cos (5) == 10
e cos(20) = —%
0 V50 — 10v/5
e cos(y) =5

cos(50) — cos(90)
2

cos(6) — cos(50)
2

—2cos <99> sin (
2 2

V2 cos (0 - %)

14x
x2 + 49

2

)

76.

79.

. 2sin (119> sin (19)
2 2

. —V2sin (0 - %)

. In|z 4+ Va? + 16| — In(4)

789
24
tan(26) = — —
an(26) -
tan (g) = -2
tan(26) = — 20
119
1
t oy — _ =
an (2) 5
tan(20) = — 20
119
tan (g) =35
4
20) = =
tan(20) 3
tan (§) = - 22
5+45
5—5V5
9y —
tan (2) 10
tan(20) = -
tan (2) — [2FY0
5-5
5455
9y —
sin(86) + sin(100)
2
sin(20) + sin(46)
2
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10.5 GRAPHS OF THE TRIGONOMETRIC FUNCTIONS

In this section, we return to our discussion of the circular (trigonometric) functions as functions of
real numbers and pick up where we left off in Sections 10.2.1 and 10.3.1. As usual, we begin our
study with the functions f(¢) = cos(t) and ¢(t) = sin(¢).

10.5.1 GRAPHS OF THE COSINE AND SINE FUNCTIONS

From Theorem 10.5 in Section 10.2.1, we know that the domain of f(t) = cos(t) and of g(t) = sin(t)
is all real numbers, (—o00, 00), and the range of both functions is [—1, 1]. The Even / Odd Identities
in Theorem 10.12 tell us cos(—t) = cos(t) for all real numbers ¢ and sin(—t) = —sin(¢) for all
real numbers t. This means f(t) = cos(t) is an even function, while g(¢t) = sin(¢) is an odd
function.! Another important property of these functions is that for coterminal angles o and S,
cos(a) = cos(f) and sin(a) = sin(f3). Said differently, cos(t+27k) = cos(t) and sin(t+27k) = sin(t)
for all real numbers ¢ and any integer k. This last property is given a special name.

Definition 10.3. Periodic Functions: A function f is said to be periodic if there is a real
number c so that f(t+c¢) = f(¢) for all real numbers ¢ in the domain of f. The smallest positive
number p for which f(t+p) = f(t) for all real numbers ¢ in the domain of f, if it exists, is called
the period of f.

We have already seen a family of periodic functions in Section 2.1: the constant functions. However,
despite being periodic a constant function has no period. (We'll leave that odd gem as an exercise
for you.) Returning to the circular functions, we see that by Definition 10.3, f(¢) = cos(t) is
periodic, since cos(t + 2mk) = cos(t) for any integer k. To determine the period of f, we need to
find the smallest real number p so that f(t + p) = f(t) for all real numbers ¢ or, said differently,
the smallest positive real number p such that cos(t + p) = cos(t) for all real numbers ¢t. We know
that cos(t 4 2m) = cos(¢) for all real numbers ¢ but the question remains if any smaller real number
will do the trick. Suppose p > 0 and cos(t + p) = cos(t) for all real numbers ¢. Then, in particular,
cos(0 + p) = cos(0) so that cos(p) = 1. From this we know p is a multiple of 27 and, since the
smallest positive multiple of 27 is 27 itself, we have the result. Similarly, we can show ¢(t) = sin(¢)
is also periodic with 27 as its period.? Having period 27 essentially means that we can completely
understand everything about the functions f(t) = cos(t) and g(¢) = sin(¢) by studying one interval
of length 27, say [0, 27].3

One last property of the functions f(t) = cos(t) and g(¢) = sin(¢) is worth pointing out: both of
these functions are continuous and smooth. Recall from Section 3.1 that geometrically this means
the graphs of the cosine and sine functions have no jumps, gaps, holes in the graph, asymptotes,

1See section 1.6 for a review of these concepts.

2 Alternatively, we can use the Cofunction Identities in Theorem 10.14 to show that g(t) = sin(¢) is periodic with
period 27 since g(t) = sin(t) = cos (3 —t) = f (5 — t).

3Technically, we should study the interval [0, 27),*since whatever happens at ¢t = 27 is the same as what happens
at t = 0. As we will see shortly, t = 27 gives us an extra ‘check’ when we go to graph these functions.

“In some advanced texts, the interval of choice is [—, 7).
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corners or cusps. As we shall see, the graphs of both f(¢) = cos(t) and ¢(¢) = sin(¢) meander nicely
and don’t cause any trouble. We summarize these facts in the following theorem.

Theorem 10.22. Properties of the Cosine and Sine Functions
e The function f(x) = cos(z) e The function g(z) = sin(z)
— has domain (—o0, 00) — has domain (—o0, c0)
— has range [—1, 1] — has range [—1, 1]
— is continuous and smooth — is continuous and smooth
— is even — is odd
— has period 27 — has period 27

In the chart above, we followed the convention established in Section 1.6 and used z as the indepen-
dent variable and y as the dependent variable.® This allows us to turn our attention to graphing
the cosine and sine functions in the Cartesian Plane. To graph y = cos(z), we make a table as we
did in Section 1.6 using some of the ‘common values’ of = in the interval [0, 27]. This generates a
portion of the cosine graph, which we call the ‘fundamental cycle’ of y = cos(z).

x || cos(z) | (x,cos(x)) y

0 1 (0,1)

T V2 (E ﬁ) 1

1 2 472

5 0 (5.9)

3r |l 2 (31 _V2

4 2 4 2 us 7:1 2:7r T
T -1 (m,—1) * *

sr|| 2 (51 _ﬁ>

4 2 1072

™ s -1

5 o] (5.0

T V2 <L7r V2

4 2 40 2
o 1 (2r,1) The ‘fundamental cycle’ of y = cos(z).

A few things about the graph above are worth mentioning. First, this graph represents only part
of the graph of y = cos(z). To get the entire graph, we imagine ‘copying and pasting’ this graph
end to end infinitely in both directions (left and right) on the z-axis. Secondly, the vertical scale
here has been greatly exaggerated for clarity and aesthetics. Below is an accurate-to-scale graph of
y = cos(x) showing several cycles with the ‘fundamental cycle’ plotted thicker than the others. The

5The use of  and y in this context is not to be confused with the z- and y-coordinates of points on the Unit Circle
which define cosine and sine. Using the term ‘trigonometric function’ as opposed to ‘circular function’ can help with
that, but one could then ask, “Hey, where’s the triangle?”
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graph of y = cos(x) is usually described as ‘wavelike’ — indeed, many of the applications involving
the cosine and sine functions feature modeling wavelike phenomena.

™~ /Ty\ PR e
N -

An accurately scaled graph of y = cos(x).

We can plot the fundamental cycle of the graph of y = sin(z) similarly, with similar results.

x || sin(z) | (x,sin(x)) y

0 0 (0,0)

T V2 <£ ﬁ) !

4 2 4172

3 1 51)

4 2 4072 S -
™ 0 (m,0) o

sr || 2 <51 _ﬁ>

4 2 45772

ol I & ) B

| 2 <Lw V2

4 2 45772
o 0 (27, 0) The ‘fundamental cycle’ of y = sin(x).

As with the graph of y = cos(x), we provide an accurately scaled graph of y = sin(z) below with
the fundamental cycle highlighted.

Jr N Nt

An accurately scaled graph of y = sin(x).

It is no accident that the graphs of y = cos(z) and y = sin(z) are so similar. Using a cofunction
identity along with the even property of cosine, we have

sin(z) = cos (g — 3:) = cos (— (:c — g)) = cos (az — g)

Recalling Section 1.7, we see from this formula that the graph of y = sin(z) is the result of shifting
the graph of y = cos(x) to the right J units. A visual inspection confirms this.

Now that we know the basic shapes of the graphs of y = cos(x) and y = sin(z), we can use
Theorem 1.7 in Section 1.7 to graph more complicated curves. To do so, we need to keep track of
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the movement of some key points on the original graphs. We choose to track the values x = 0, 7, m,
37” and 27. These ‘quarter marks’ correspond to quadrantal angles, and as such, mark the location
of the zeros and the local extrema of these functions over exactly one period. Before we begin our
next example, we need to review the concept of the ‘argument’ of a function as first introduced
in Section 1.4. For the function f(z) = 1 — 5cos(2x — 7), the argument of f is . We shall have
occasion, however, to refer to the argument of the cosine, which in this case is 2x — 7. Loosely

stated, the argument of a trigonometric function is the expression ‘inside’ the function.

Example 10.5.1. Graph one cycle of the following functions. State the period of each.

[\l [d%)

1. f(x) =3cos (T5T) + 1 2. g(z) = Lsin(r — 22) +

Solution.

1. We set the argument of the cosine, ™57, equal to each of the values: 0, 7, =, 37”, 27 and

solve for . We summarize the results below.

a| "5t =a|w
0| =*=0|1
IE=EIE
| Pt =73
F o=
21 | B =2m | 5

Next, we substitute each of these z values into f(z) = 3cos (™ ™) + 1 to determine the
corresponding y-values and connect the dots in a pleasing wavelike fashion.

Y
x| f(@) | (2 /() 1
1 4 (1,4) o1
2 1 (2,1) 1 \ /
3| —2| (3.-2) e
4 1 (4,1) —r \/
51 4] (5,4 T

One cycle of y = f(x).

One cycle is graphed on [1, 5] so the period is the length of that interval which is 4.

2. Proceeding as above, we set the argument of the sine, m — 2z, equal to each of our quarter
marks and solve for x.
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a T—2r=a T
0 T—2x =0 %
s —_ s
b 7T—237—2 4
T| T—2rx=m 0
3n —_3n | _7
=5 7'('—21,‘—2 i
27 | m— 22 = 27 —%

We now find the corresponding y-values on the graph by substituting each of these z-values

into g(z) = 3 sin(m — 22) + 3. Once again, we connect the dots in a wavelike fashion.

z[[9@) | (@, g() ’
5 5] (59 TN
% 2 (%’ 2) \./1_.
o 3] (03)

-3 1 =5 A L

_T 3 (_E §) S vz
2 2 272 One cycle of y = g(z).

One cycle was graphed on the interval [—g, g] so the period is § — (—g) = . O

The functions in Example 10.5.1 are examples of sinusoids. Roughly speaking, a sinusoid is
the result of taking the basic graph of f(z) = cos(z) or g(z) = sin(z) and performing any of
the transformations® mentioned in Section 1.7. Sinusoids can be characterized by four properties:
period, amplitude, phase shift and vertical shift. We have already discussed period, that is, how
long it takes for the sinusoid to complete one cycle. The standard period of both f(x) = cos(z) and
g(x) = sin(x) is 2w, but horizontal scalings will change the period of the resulting sinusoid. The
amplitude of the sinusoid is a measure of how ‘tall’ the wave is, as indicated in the figure below.
The amplitude of the standard cosine and sine functions is 1, but vertical scalings can alter this.

5We have already seen how the Even/Odd and Cofunction Identities can be used to rewrite g(x) = sin(x) as a
transformed version of f(x) = cos(x), so of course, the reverse is true: f(x) = cos(z) can be written as a transformed
version of g(x) = sin(z). The authors have seen some instances where sinusoids are always converted to cosine
functions while in other disciplines, the sinusoids are always written in terms of sine functions. We will discuss the
applications of sinusoids in greater detail in Chapter 11. Until then, we will keep our options open.
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amplitude

——————————— - - - baseline- - -

period

The phase shift of the sinusoid is the horizontal shift experienced by the fundamental cycle. We
have seen that a phase (horizontal) shift of § to the right takes f(x) = cos(x) to g(x) = sin(z) since
cos (z — %) =sin(z). As the reader can verify, a phase shift of Z to the left takes g(z) = sin(z) to
f(z) = cos(x). The vertical shift of a sinusoid is exactly the same as the vertical shifts in Section
1.7. In most contexts, the vertical shift of a sinusoid is assumed to be 0, but we state the more
general case below. The following theorem, which is reminiscent of Theorem 1.7 in Section 1.7,
shows how to find these four fundamental quantities from the formula of the given sinusoid.

Theorem 10.23. For w > 0, the functions

C(z) = Acos(wzx +¢)+ B and S(z)= Asin(wz + ¢) + B

2
e have period il e have phase shift _9
w w
e have amplitude |A| e have vertical shift B

We note that in some scientific and engineering circles, the quantity ¢ mentioned in Theorem 10.23
is called the phase of the sinusoid. Since our interest in this book is primarily with graphing
sinusoids, we focus our attention on the horizontal shift —% induced by ¢.

The proof of Theorem 10.23 is a direct application of Theorem 1.7 in Section 1.7 and is left to the
reader. The parameter w, which is stipulated to be positive, is called the (angular) frequency of
the sinusoid and is the number of cycles the sinusoid completes over a 27 interval. We can always
ensure w > 0 using the Even/Odd Identities.” We now test out Theorem 10.23 using the functions
f and g featured in Example 10.5.1. First, we write f(z) in the form prescribed in Theorem 10.23,

f(z) = 3cos <7m2_7r) + 1 =3cos <gx+ (—%)) +1,

"Try using the formulas in Theorem 10.23 applied to C(x) = cos(—z + 7) to see why we need w > 0.
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sothat A =3, w =75, ¢ =—75 and B = 1. According to Theorem 10.23, the period of f is

I — 3—72 = 4, the amplitude is |A| = |3] = 3, the phase shift is —% = —_7:;/22 = 1 (indicating
a shift to the right 1 unit) and the vertical shift is B = 1 (indicating a shift up 1 unit.) All of
these match with our graph of y = f(z). Moreover, if we start with the basic shape of the cosine
graph, shift it 1 unit to the right, 1 unit up, stretch the amplitude to 3 and shrink the period
to 4, we will have reconstructed one period of the graph of y = f(x). In other words, instead of
tracking the five ‘quarter marks’ through the transformations to plot y = f(z), we can use five
other pieces of information: the phase shift, vertical shift, amplitude, period and basic shape of the
cosine curve. Turning our attention now to the function g in Example 10.5.1, we first need to use

the odd property of the sine function to write it in the form required by Theorem 10.23

1 3 1 3
=3 sin(2x — ) + 2= 73 sin(2z + (—m)) + B

N W

g(x) = %sin(ﬂ —2z) + % = %sin(—(Z:L‘ —m)) +

We find A = —%, w=2,¢=—mand B = % The period is then 27” = m, the amplitude is
—%’ = %, the phase shift is —=" = 7 (indicating a shift right 7 units) and the vertical shift is up
%. Note that, in this case, all of the data match our graph of y = g(z) with the exception of the
phase shift. Instead of the graph starting at x = 7, it ends there. Remember, however, that the
graph presented in Example 10.5.1 is only one portion of the graph of y = g(z). Indeed, another
complete cycle begins at x = 7, and this is the cycle Theorem 10.23 is detecting. The reason for the
discrepancy is that, in order to apply Theorem 10.23, we had to rewrite the formula for g(x) using
the odd property of the sine function. Note that whether we graph y = g(x) using the ‘quarter
marks’ approach or using the Theorem 10.23, we get one complete cycle of the graph, which means

we have completely determined the sinusoid.

Example 10.5.2. Below is the graph of one complete cycle of a sinusoid y = f(x).

Y

One cycle of y = f(x).

1. Find a cosine function whose graph matches the graph of y = f(x).
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2. Find a sine function whose graph matches the graph of y = f(z).
Solution.

1. We fit the data to a function of the form C(z) = Acos(wz + ¢) + B. Since one cycle is
graphed over the interval [—1,5], its period is 5 — (—1) = 6. According to Theorem 10.23,

6 = %”, so that w = §. Next, we see that the phase shift is —1, so we have —¢ = —1, or
¢ = w = 3. To find the amplitude, note that the range of the sinusoid is [—%, g] As a result,

the amplitude A = % [% — (—%)] = %(4) = 2. Finally, to determine the vertical shift, we
average the endpoints of the range to find B = % [g + (—3)] =11 = % Our final answer is

2 2
C(z) =2cos (3z+ %) + 3.

2. Most of the work to fit the data to a function of the form S(z) = Asin(wx + ¢) + B is done.
The period, amplitude and vertical shift are the same as before with w = §, A = 2 and
B = % The trickier part is finding the phase shift. To that end, we imagine extending the
graph of the given sinusoid as in the figure below so that we can identify a cycle beginning

at (%, %) Taking the phase shift to be %, we get —% = %, or ¢ = —%w = —% (g) = —%r.
Hence, our answer is S(z) = 2sin (32 — 7) + 3.
y
34
Sl
14
-1 1 :2 3
—14
—24
Extending the graph of y = f(x).
O

Note that each of the answers given in Example 10.5.2 is one choice out of many possible answers.
For example, when fitting a sine function to the data, we could have chosen to start at (%, %) taking
A = —2. In this case, the phase shift is 1 so ¢ = —Z for an answer of S(z) = —2sin (Fz — Z) + 1.
Alternatively, we could have extended the graph of y = f(x) to the left and considered a sine
function starting at (—%, %), and so on. Each of these formulas determine the same sinusoid curve
and their formulas are all equivalent using identities. Speaking of identities, if we use the sum

identity for cosine, we can expand the formula to yield

C(z) = Acos(wz + ¢) + B = Acos(wz) cos(¢) — Asin(wz) sin(¢) + B.
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Similarly, using the sum identity for sine, we get
S(z) = Asin(wz + ¢) + B = Asin(wzx) cos(¢) + A cos(wz) sin(¢) + B.

Making these observations allows us to recognize (and graph) functions as sinusoids which, at first
glance, don’t appear to fit the forms of either C'(x) or S(x).

Example 10.5.3. Consider the function f(z) = cos(2x) — v/3sin(2z). Find a formula for f(z):
1. in the form C(z) = Acos(wz + ¢) + B for w > 0
2. in the form S(z) = Asin(wz + ¢) + B for w > 0

Check your answers analytically using identities and graphically using a calculator.

Solution.

1. The key to this problem is to use the expanded forms of the sinusoid formulas and match up
corresponding coefficients. Equating f(z) = cos(2z) — v/3sin(2x) with the expanded form of
C(z) = Acos(wz + ¢) + B, we get

cos(2z) — V3sin(2z) = A cos(wz) cos(¢) — Asin(wz) sin(¢) + B

It should be clear that we can take w =2 and B = 0 to get

cos(2z) — V3sin(2z) = A cos(2x) cos(p) — Asin(2z) sin(¢)

To determine A and ¢, a bit more work is involved. We get started by equating the coefficients
of the trigonometric functions on either side of the equation. On the left hand side, the
coefficient of cos(2x) is 1, while on the right hand side, it is Acos(¢). Since this equation
is to hold for all real numbers, we must have® that Acos(¢) = 1. Similarly, we find by
equating the coefficients of sin(2x) that Asin(¢) = v/3. What we have here is a system
of nonlinear equations! We can temporarily eliminate the dependence on ¢ by using the
Pythagorean Identity. We know cos?(¢) + sin?(¢) = 1, so multiplying this by A? gives
A2 cos?(¢)+A%sin%(¢) = A2. Since A cos(¢) = 1 and Asin(¢) = v/3, we get A% = 124(V/3)% =
4 or A = +2. Choosing A = 2, we have 2cos(¢) = 1 and 2sin(¢) = /3 or, after some
rearrangement, cos(¢) = % and sin(¢) = @ One such angle ¢ which satisfies this criteria is
¢ = . Hence, one way to write f(x) as a sinusoid is f(z) = 2cos (2z + §). We can easily
check our answer using the sum formula for cosine

f(@) = 2cos(2z+ %)
= 2[cos(2z)cos (§) — sin(2z) sin (%)]
= 2 [cos(2x) (3) —sin(2z) <§>
= cos(2r) — v/3sin(2z)

8This should remind you of equation coefficients of like powers of z in Section 8.6.
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2. Proceeding as before, we equate f(x) = cos(2z) — v/3sin(2x) with the expanded form of
S(xz) = Asin(wz + ¢) + B to get

cos(2z) — V3sin(2z) = Asin(wz) cos(¢) + A cos(wz) sin(¢) + B

Once again, we may take w = 2 and B = 0 so that

cos(2z) — V/3sin(2z) = Asin(2x) cos(¢) + A cos(2z) sin(¢)
We equate? the coefficients of cos(2z) on either side and get A sin(¢) = 1 and A cos(¢) = —/3.
Using A2 cos?(¢) + A%sin?(¢) = A? as before we get A = +2, and again we choose A = 2.

This means 2sin(¢) = 1, or sin(¢) = 1, and 2cos(¢) = —v/3, which means cos(¢) = —
One such angle which meets these criteria is ¢ = %. Hence, we have f(z) = 2sin (22 + 2 ).
Checking our work analytically, we have

f(z) = 2sin(2z+ %)

= [sm (2x) cos (‘%’r) + cos(2z) sin (%”)}

= 2 [sm(Qx) (—@ + cos(2x) (5)}
= cos(2r) — V/3sin(2z)

Graphing the three formulas for f(z) result in the identical curve, verifying our analytic work.
Flokl Flokz Flok:

~M1Rcos (2RI 030

S1FL2nd

~NMeBZ2ocos {2k+ms30

;?35251ni2H+5n36 H{;H \ij

~Ny=

By

O]

It is important to note that in order for the technique presented in Example 10.5.3 to fit a function
into one of the forms in Theorem 10.23, the arguments of the cosine and sine function much match.
That is, while f(z) = cos(2x) — v/3sin(2z) is a sinusoid, g(x) = cos(2x) — v/3sin(3z) is not.'" It
is also worth mentioning that, had we chosen A = —2 instead of A = 2 as we worked through
Example 10.5.3, our final answers would have looked different. The reader is encouraged to rework
Example 10.5.3 using A = —2 to see what these differences are, and then for a challenging exercise,
use identities to show that the formulas are all equivalent. The general equations to fit a function
of the form f(z) = a cos(wz) + b sin(wx) + B into one of the forms in Theorem 10.23 are explored

in Exercise 35.

9Be careful here!
10This graph does, however, exhibit sinusoid-like characteristics! Check it out!
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10.5.2 GRAPHS OF THE SECANT AND COSECANT FUNCTIONS

We now turn our attention to graphing y = sec(x). Since sec(x) = we can use our table

1
cos(z)’

of values for the graph of y = cos(x) and take reciprocals. We know from Section 10.3.1 that the
domain of F(x) = sec(x) excludes all odd multiples of 7, and sure enough, we run into trouble at

r=35and r = 37“ since cos(z) = 0 at these values. Using the notation introduced in Section 4.2,
we have that as  — 57, cos(z) — 0T, so sec(xz) — oo. (See Section 10.3.1 for a more detailed

analysis.) Similarly, we find that as z — §+, sec(x) — —o0; as x — 37“_, sec(z) — —oo; and as

T — 37”+, sec(z) — oo. This means we have a pair of vertical asymptotes to the graph of y = sec(x),
z =% and z = 2. Since cos(z) is periodic with period 2, it follows that sec(z) is also.!! Below
we graph a fundamental cycle of y = sec(x) along with a more complete graph obtained by the

usual ‘copying and pasting.’'?

y . |
! !
| |
x || cos(x) sec(z) | (x,sec(z)) : |
0 1 1 (0,1) | |
| |
il ¥ V2| (5.v2) | |
z 0 | undefined | |
3 V2 3 . [
£l Bl A i) T
T -1 -1 (m,—1 . | |
T ! !
72 G | |
3z 0 | undefined 27 | |
3 I T X1 R ;
27 1 1 (2m,1) | |

The ‘fundamental cycle’ of y = sec(z).

1 1 1 1 1
[ [ [ [ [
[ [ [ [ [
[ [ [ [ [
[ [ [ [ [
[ [ [ [ [
[ [ [ [ [
I | I ,| L
I N B I M T
[ (I S [ [
[ [ [ [ [
[ [ [ [ [
[ [ [ [ [
[ [ [ [ [
[ [ [ [ [
1 1 1 1 1

The graph of y = sec(z).

"Provided sec(a) and sec(3) are defined, sec(a) = sec(f) if and only if cos(a) = cos(3). Hence, sec(z) inherits its
period from cos(z).
2Tn Section 10.3.1, we argued the range of F(z) = sec(z) is (—oo, —1] U [1,00). We can now see this graphically.
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As one would expect, to graph y = csc(x) we begin with y = sin(z) and take reciprocals of the
corresponding y-values. Here, we encounter issues at ¢ = 0, x = 7w and x = 2w. Proceeding with
the usual analysis, we graph the fundamental cycle of y = csc(x) below along with the dotted graph
of y = sin(x) for reference. Since y = sin(x) and y = cos(z) are merely phase shifts of each other,
so too are y = csc(x) and y = sec(x).

y
i
|
x || sin(z) csc(x) | (x,csc(x)) 37 |
0 0 | undefined N :
s s |
(L F v G |
T T 1+
2 1 1 (5.1) |
2l Z  & .
T 0 | undefined :
—11
T ™ |
5 Z G :
e |
A :
2T 0 | undefined :

The ‘fundamental cycle’ of y = csc(x).
Once again, our domain and range work in Section 10.3.1 is verified geometrically in the graph of
y = G(z) = csc(z).

The graph of y = csc(z).

Note that, on the intervals between the vertical asymptotes, both F'(x) = sec(x) and G(z) = csc(z)
are continuous and smooth. In other words, they are continuous and smooth on their domains.'
The following theorem summarizes the properties of the secant and cosecant functions. Note that

3 Just like the rational functions in Chapter 4 are continuous and smooth on their domains because polynomials are
continuous and smooth everywhere, the secant and cosecant functions are continuous and smooth on their domains
since the cosine and sine functions are continuous and smooth everywhere.
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all of these properties are direct results of them being reciprocals of the cosine and sine functions,

respectively.

Theorem 10.24. Properties of the Secant and Cosecant Functions

e The function F(z) = sec(z)

o0

— has domain {z: 2 # § + 7k, k is an integer} = U <(21€ —;— 1)777 (2k —;— 3)#)
k=—o00

— has range {y : |y| > 1} = (—o0, —1] U [1, 00)

— is continuous and smooth on its domain

— is even

— has period 27

e The function G(x) = csc(x)

(o)

— has domain {z : x # 7k, k is an integer} = U (km, (k+ 1)m)

k=—00
— has range {y : Jy| > 1} = (=00, ~1] U1, o0)
— is continuous and smooth on its domain
— is odd

— has period 27

In the next example, we discuss graphing more general secant and cosecant curves.

Example 10.5.4. Graph one cycle of the following functions. State the period of each.

1. f(z)=1-2sec(2z) 2. o) = esc(m —37%) -5

Solution.

1. To graph y = 1 — 2sec(2x), we follow the same procedure as in Example 10.5.1. First, we set

the argument of secant, 2z, equal to the ‘quarter marks’ 0, 7, 7, 37” and 27 and solve for x.

a| 2r=a| x
0| 2x= 0
7| 2e=35| 1
T| 2x=m| 3
¥ =% %
2m |20 =27 | @
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Next, we substitute these x values into f(x). If f(x) exists, we have a point on the graph;
otherwise, we have found a vertical asymptote. In addition to these points and asymptotes,
we have graphed the associated cosine curve — in this case y = 1 — 2 cos(2z) — dotted in the
picture below. Since one cycle is graphed over the interval [0, 7], the period is 7 — 0 = 7.

> equal to the

Yy .
|
|
|
z f(@) | (z, f(z)) :
0 -1 (0,-1) 3l |
7 || undefined %: ‘ :
% 3 (g73) 714-"“ 4;-45 'g %57"’ *
%Tﬂ undefined : :
™ -1 (m-1) | |
| |
One cycle of y = 1 — 2sec(2x).
2. Proceeding as before, we set the argument of cosecant in g(x) = %
quarter marks and solve for x.
a| T—mr=a| x
0] 7m—mx=0 1
5| n-m=3] 3
T| T—mr="7 0
¥ [r-m=% |-
27 |m—mx =27 | —1

Substituting these xz-values into g(z), we generate the graph below and find the period to be

1 — (—1) = 2. The associated sine curve, y =

sin(r—mxz)—5
3

-1

14

T g(z) | (v, g9(x))
1 || undefined

1 4 4
2 -3 (%’_3)
0 || undefined

1 1
1 2
—1 || undefined

A

One cycle of y =

wl=Tt
C’ -

, is dotted in as a reference.
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Before moving on, we note that it is possible to speak of the period, phase shift and vertical shift of
secant and cosecant graphs and use even/odd identities to put them in a form similar to the sinusoid
forms mentioned in Theorem 10.23. Since these quantities match those of the corresponding cosine
and sine curves, we do not spell this out explicitly. Finally, since the ranges of secant and cosecant
are unbounded, there is no amplitude associated with these curves.

10.5.3 GRAPHS OF THE TANGENT AND COTANGENT FUNCTIONS

Finally, we turn our attention to the graphs of the tangent and cotangent functions. When con-
structing a table of values for the tangent function, we see that J(z) = tan(z) is undefined at
r =75 and z = 37“, in accordance with our findings in Section 10.3.1. As z — 57, sin(z) — 1~
sin(x)

and cos(z) — 07, so that tan(z) = cos(2)

— oo producing a vertical asymptote at x = 7. Using a

similar analysis, we get that as z — g+, tan(x) — —oo; as x — 37”_, tan(xz) — oo; and as x — %”Jr,

tan(x) — —oo. Plotting this information and performing the usual ‘copy and paste’ produces:

y 1 1
| |
| |
x tan(x) | (z,tan(x)) : :
0 0 (0,0) l |
| |
i 1 (5.1 | |
g undefined I I !
| |
3 3T
3n 1] (3t 1 o | )
4 ( 4 ) % % 3{771- T E{Tﬂ— % ?Tﬂ- T x
T 0 (TI',O) 1 | |
= 1 Gy : i
37” undefined : :
Tr (o) | |
4 4 | |
27T 0 (27T,0) : :

The graph of y = tan(x) over [0, 27].

The graph of y = tan(x).
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From the graph, it appears as if the tangent function is periodic with period 7. To prove that this
is the case, we appeal to the sum formula for tangents. We have:

_ tan(z) +tan(r)  tan(z)4+0
tane +) = T tan() 1= (an(@)(0) @)

which tells us the period of tan(x) is at most w. To show that it is exactly m, suppose p is a
positive real number so that tan(z 4+ p) = tan(x) for all real numbers z. For = = 0, we have
tan(p) = tan(0 + p) = tan(0) = 0, which means p is a multiple of . The smallest positive multiple
of m is 7 itself, so we have established the result. We take as our fundamental cycle for y = tan(z)
the interval (—%, g), and use as our ‘quarter marks’ x = —5, —7, 0, 7 and 7. From the graph, we

see confirmation of our domain and range work in Section 10.3.1.

It should be no surprise that K(z) = cot(z) behaves similarly to J(z) = tan(z). Plotting cot(z)
over the interval [0, 27| results in the graph below.

Yy
|
|
x cot(z) | (z,cot(z)) |
|
0 || undefined |
|
i 1 (%.1) |
1 I |
3 3 !

T -1 (.1 , C
jus jus 37 ”T 57 x

7 || undefined 4 2N\2 1 &
T 1 (Y |
T 0| (%.0) |
s g !
w1 Gy |
27 || undefined |
|

The graph of y = cot(x) over [0, 27].

From these data, it clearly appears as if the period of cot(x) is 7w, and we leave it to the reader

to prove this.'* We take as one fundamental cycle the interval (0, 7) with quarter marks: x = 0,

5 5 ?jf and 7. A more complete graph of y = cot(z) is below, along with the fundamental cycle

highlighted as usual. Once again, we see the domain and range of K (x) = cot(x) as read from the
graph matches with what we found analytically in Section 10.3.1.

4 Certainly, mimicking the proof that the period of tan(zx) is an option; for another approach, consider transforming
tan(x) to cot(x) using identities.
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The graph of y = cot(x).

The properties of the tangent and cotangent functions are summarized below. As with Theorem
10.24, each of the results below can be traced back to properties of the cosine and sine functions
and the definition of the tangent and cotangent functions as quotients thereof.

Theorem 10.25. Properties of the Tangent and Cotangent Functions

e The function J(z) = tan(x)

2 (@k+ D (2
has domain {z : z # Z + 7k, k is an integer} = U (( ‘;‘)W’( -;3)7r>

k=—o00
— has range (—o0, 00)
— is continuous and smooth on its domain

— is odd

— has period 7

e The function K(z) = cot(x)

oo
— has domain {z : z # 7k, k is an integer} = U (km, (k+ 1)m)
k=—0c0
— has range (—o0, 00)
— is continuous and smooth on its domain

— is odd

— has period 7
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Example 10.5.5. Graph one cycle of the following functions. Find the period.

1. f(z)=1-tan(%). 2. g(z) =2cot (o +m) + 1.
Solution.

1. We proceed as we have in all of the previous graphing examples by setting the argument of
tangent in f(z) =1 — tan (%), namely 7, equal to each of the ‘quarter marks’ —%, —7, 0,

and 7, and solving for x.

T __
a 2—@ xr
Tz 7|
2|27~ 72 T
_T zr __ _ T _T
4 2 4 2
xr __
0 £=0 0
™ T _ T ™
4 2 7 4 2
s X s
2 2= 3 m

Substituting these z-values into f(z), we find points on the graph and the vertical asymptotes.

Y

| |

| |

| |

| |

T f(@) | (=, f(2)) : :

—7 || undefined : ol :

-3 2| (-3 : i

| |

0 1 0,1 | . \ |
™ (7r ) — 7% 2 T w

2 0| (%,0) | 1l |

7 || undefined | ) |

I N I

| |

One cycle of y =1 — tan (%)
We see that the period is 7 — (=) = 27.

2. The ‘quarter marks’ for the fundamental cycle of the cotangent curve are 0, 7, 7, %T’T and 7.
To graph g(x) = 2cot (%x + 7T) + 1, we begin by setting §x + m equal to each quarter mark

and solving for x.
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T T=7 |73
s
sx+m=5|-1
s 3 | _
515"‘71'—?

w
3 Bl o [win ol o
3

We now use these z-values to generate our graph.

| Yy
|
|
x g(x) | (z,9(x)) . 4
—2 || undefined : ol
|
-3 3] (=3:3) ! 14
-1 1 (=1,1) ! .
-2 -1 T
T CE AW
0 || undefined :

One cycle of y = 2cot (Ez + ) + 1.

We find the period to be 0 — (—2) = 2. O

As with the secant and cosecant functions, it is possible to extend the notion of period, phase shift
and vertical shift to the tangent and cotangent functions as we did for the cosine and sine functions
in Theorem 10.23. Since the number of classical applications involving sinusoids far outnumber
those involving tangent and cotangent functions, we omit this. The ambitious reader is invited to
formulate such a theorem, however.
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10.5.4 EXERCISES

In Exercises 1 - 12, graph one cycle of the given function. State the period, amplitude, phase shift
and vertical shift of the function.

1. y = 3sin(x) 2. y = sin(3x) 3. y= —2cos(z)
T . ™ .
4. y = cos <$_§) 5. y:—sm(x—i—g) 6. y =sin(2x — m)
7 ——lcos }x—i—z 8. y=-cos(3x —2m) +4 9 —s'n(—m—z)—Q
- Y= 3 5 3 LYy = s .y =-si 1

2 3 1
10. y = 3 cos (E—le)—i—l 11. y=—gcos <2x+g>—§ 12. y = 4sin(—27x + )

In Exercises 13 - 24, graph one cycle of the given function. State the period of the function.

1 1

13. y = tan (96 — %) 14. y = 2tan (437) -3 15. y = 3 tan(—2x — ) 4+ 1
1 1
16. y:sec(ac—%) 17. y:—csc(x—i—g) 18. y:_gsec <2x+g>
T
19. y = csc(2x — ) 20. y =sec(3z —2m) +4 21. y = csc (—:v — Z) —9
1 1

92. y = cot (x n %) 23. y = —11cot (5:c> 24, y = 5 cot (23; n 3;) 1

In Exercises 25 - 34, use Example 10.5.3 as a guide to show that the function is a sinusoid by
rewriting it in the forms C(x) = Acos(wz + ¢) + B and S(z) = Asin(wz + ¢) + B for w > 0 and
0 < ¢ < 2m.

25. f(x) = v/2sin(x) + v/2cos(x) + 1 26. f(z) = 3v/3sin(3x) — 3 cos(3x)
27. f(x) = —sin(z) + cos(x) — 2 28. f(x) = —% sin(2x) — \f cos(2x)
29. f(x) = 2v/3 cos(x) — 2sin(x) 30. f(z) = gcos(2x) _ 39 sin(2x) + 6

3L. f(z) = —% cos(5x) — \ég sin(5x) 32. f(x) = —6v/3cos(3z) — 6sin(3z) — 3
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33.

35.

36.

37.

FOUNDATIONS OF TRIGONOMETRY

flw) = 23 sin(a) — 2= cos(a) 34, £(x) = 3sin () — 3v3eos (%)

In Exercises 25 - 34, you should have noticed a relationship between the phases ¢ for the S(x)
and C(z). Show that if f(z) = Asin(wx + «) + B, then f(x) = Acos(wz + 8) + B where
m

Let ¢ be an angle measured in radians and let P(a,b) be a point on the terminal side of ¢
when it is drawn in standard position. Use Theorem 10.3 and the sum identity for sine in
Theorem 10.15 to show that f(x) = a sin(wz) 4+ b cos(wz) + B (with w > 0) can be rewritten
as f(x) = va® + b?sin(wx + ¢) + B.

With the help of your classmates, express the domains of the functions in Examples 10.5.4
and 10.5.5 using extended interval notation. (We will revisit this in Section 10.7.)

In Exercises 38 - 43, verify the identity by graphing the right and left hand sides on a calculator.

38.

41.

sin?(z) + cos?(z) =1 39. sec?(z) — tan?(z) =1 40. cos(z) = sin (g - az)
tan(z + 7) = tan(z) 42. sin(2z) = 2sin(z) cos(x) 43. tan (g) = %

In Exercises 44 - 50, graph the function with the help of your calculator and discuss the given
questions with your classmates.

44.
45.
46.
47.
48.
49.

50.

o1.

sin(x) )

What appears to be the horizontal asymptote of the graph?

in (%) What’s happening as  — 07

~
8
Il
w

(z)
(z)
f(z) = xsin(z). Graph y = £z on the same set of axes and describe the behavior of f.
()
(z)

f(z) = e %1 (cos(2z) + sin(2x)). Graph y = e "1 on the same set of axes and describe
the behavior of f.

f(z) = e %1% (cos(2x) + 2sin(z)). Graph y = e %! on the same set of axes and describe
the behavior of f.

Show that a constant function f is periodic by showing that f(x + 117) = f(x) for all real
numbers x. Then show that f has no period by showing that you cannot find a smallest
number p such that f(x + p) = f(x) for all real numbers x. Said another way, show that
f(x+p) = f(x) for all real numbers x for ALL values of p > 0, so no smallest value exists to
satisfy the definition of ‘period’.
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10.5.5 ANSWERS

1. y = 3sin(x)
Period: 27
Amplitude: 3
Phase Shift: 0
Vertical Shift: 0

vl

2. y =sin(3z)
. 27 1+
Period: —

Amplitude: 1
Phase Shift: 0
Vertical Shift: 0

AT

3. y=—2cos(x)
Period: 27
Amplitude: 2
Phase Shift: 0
Vertical Shift: 0

o[

— 4

T
4. yzcos(x——)
2
Period: 27 1+
Amplitude: 1
Phase Shift: g
Vertical Shift: 0

B}
w
E
3
ot
3
8
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. T
5. Yy = —sin (93+ —)
. 3
Period: 27 1+
Amplitude: 1
Phase Shift: —g
Vertical Shift: 0

6. y =sin(2z — )
Period: 7
Amplitude: 1
Phase Shift: g
Vertical Shift: 0

IIER
w
3

. 1 1 . s Y

Ly = 3cos 236 3 1
Period: 47
Amplitude: 3

1
3
o 3 ir ™ Ton T
Phase Shift: —%” 3 A 3 ?\5,
Vertical Shift: 0 ./%
y
5
4
3

8. y =cos(3x —27m) +4
2
Period: ?ﬂ
Amplitude: 1
. 2T
Phase Shift: 3
Vertical Shift: 4
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9.y:sin<fxf%>f2 ‘ ‘ ‘ ‘ ‘ y.
Period: 27
Amplitude: 1
Phase Shift: —

(You need to use

NE

y = —sin (x + %) — 2 to find this.)!®

Vertical Shift: —2

2
10. y = 3coi(g—4x) +1
Period: —
2

2
Amplitude: —

Phase Shift:

2
y = 5cos (433 - g) + 1 to find this.)!6

Vertical Shift: 1

(You need to use

00| 3%

3 1 Yy
11. y:—icos(Qx—i—g) - =

2 1+
Period: m
Amplitude: . .

N | W

_r i :E 7: i €T
Phase Shift: —% 611 3 > 3
1
Vertical Shift: —3
12. y = 4sin(—27z + ) 42 Y

Period: 1
Amplitude: 4

1
Phase Shift: B (You need to use . . .
y = —4sin(27z — 7) to find this.)!” —3 —% 13 3 % % x
Vertical Shift: 0

/4l

15Two cycles of the graph are shown to illustrate the discrepancy discussed on page 796.
16 Again, we graph two cycles to illustrate the discrepancy discussed on page 796.
17This will be the last time we graph two cycles to illustrate the discrepancy discussed on page 796.
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17. y:—CSC<x+§>

Start with y = —sin (ac + %)

Period: 27

= .
— e
7 N
Sl
l_l
&
— | N
N———
~— B
klen O
+ — e
8 |
— | ||
(C\ >
=
2 ml <
e B
Il < 5
+~
> n A
0
—



FOUNDATIONS OF TRIGONOMETRY

816

~—~
=
|
8
(@]
N~—
]
o=
)S
&
' >
8
=
QB
O
—
I =
> N
o
—

Period: 7

20. y =sec(3z — 2m) +4

Start with y = cos(3z — 2m) +4

2T

Period:
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6)

22. y = cot (
Period: =

-

23. y=—11cot <

Period: 57
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. . T T
25. f(x) = v/2sin(z) + v/2cos(z) + 1 = 2sin (a:+ Z) +1=2cos <J; + 4> +1
. ) 117 4
26. f(x) = 3v/3sin(3x) — 3cos(3z) = 6sin <3w + 6> = 6 cos <3x + 3>
. . 3T T
27. f(z) = —sin(z) + cos(z) — 2 = v/2sin (I + 4) —2=1/2cos (x + Z) -2

28. f(z) = —% sin(2x) — \gg cos(2z) = sin (21‘ + 4;) = oS (Qx + Sg)

29. f(x) = 2v/3cos(x) — 2sin(x) = 4sin (3} + 2;) = 4cos (ZL‘ + %)

sin(2z) + 6 = 3sin <2x+5g> + 6 = 3cos (2x+g) +6

30. f(x) = ;cos(zx) 33

31. f(z) = —% cos(bx) — \ég sin(5z) = sin (5$ + 7;;) = cos (5x + 2;)

4 )
32. f(x) = —6v/3cos(3x) — 6sin(3x) — 3 = 12sin <3$ + ;) —3=12cos <3:U + W) -3

6
33. f(x) = 5\2/§sin(:c) — E)\f cos(z) = 5sin <:c + Zr) = 5cos <;c + 52)

. /x T\ L. T bm - x 7l
34. f(z) = 3sin (6) — 3v/3cos (5) = 6sin <6+3> —6cos<6+ 6>
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10.6 THE INVERSE TRIGONOMETRIC FUNCTIONS

As the title indicates, in this section we concern ourselves with finding inverses of the (circular)
trigonometric functions. Our immediate problem is that, owing to their periodic nature, none of
the six circular functions is one-to-one. To remedy this, we restrict the domains of the circular
functions in the same way we restricted the domain of the quadratic function in Example 5.2.3 in
Section 5.2 to obtain a one-to-one function. We first consider f(z) = cos(x). Choosing the interval
[0, 7] allows us to keep the range as [—1, 1] as well as the properties of being smooth and continuous.

Y

~ AR .
N w

Restricting the domain of f(x) = cos(x) to [0, ].

Recall from Section 5.2 that the inverse of a function f is typically denoted f~!. For this reason,
some textbooks use the notation f~!(z) = cos™!(z) for the inverse of f(x) = cos(x). The obvious
pitfall here is our convention of writing (cos(x))? as cos?(z), (cos(x))? as cos®(z) and so on. It
is far too easy to confuse cos_l(x) with ﬁ(r) = sec(z) so we will not use this notation in our
text.! Instead, we use the notation f~!(z) = arccos(z), read ‘arc-cosine of z’. To understand the
‘arc’ in ‘arccosine’, recall that an inverse function, by definition, reverses the process of the original
function. The function f(t) = cos(t) takes a real number input ¢, associates it with the angle
6 = t radians, and returns the value cos(d). Digging deeper,? we have that cos(f) = cos(t) is the
x-coordinate of the terminal point on the Unit Circle of an oriented arc of length |¢| whose initial
point is (1,0). Hence, we may view the inputs to f(¢) = cos(t) as oriented arcs and the outputs as
x-coordinates on the Unit Circle. The function f~!, then, would take z-coordinates on the Unit
Circle and return oriented arcs, hence the ‘arc’ in arccosine. Below are the graphs of f(z) = cos(x)
and f~1(x) = arccos(z), where we obtain the latter from the former by reflecting it across the line
y = x, in accordance with Theorem 5.3.

Yy Yy
T4

1“\
™ ™ x 2
2

11
reflect across y = —1 1 T
f(z)=cos(z),0<z<m switch z and y coordinates f~1(x) = arccos(z).

'But be aware that many books do! As always, be sure to check the context!
2See page 704 if you need a review of how we associate real numbers with angles in radian measure.
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We restrict g(z) = sin(z) in a similar manner, although the interval of choice is [—%5, 5].
s
\\.4, \/ v

Restricting the domain of f(z) = sin(z) to [-%, 5].

It should be no surprise that we call g~!(z) = arcsin(x), which is read ‘arc-sine of x’.

Y Y

[ME]
)

NEh
IVEE
8
I
—
—
8

reflect across y = x

g(z) =sin(z), -5 <z < §.  switch x and y coordinates g~ !(z) = arcsin(z).

We list some important facts about the arccosine and arcsine functions in the following theorem.

Theorem 10.26. Properties of the Arccosine and Arcsine Functions
e Properties of F(z) = arccos(x)

— Domain: [—1, 1]

Range: [0, 7]

— arccos(x) =t if and only if 0 < ¢ < 7 and cos(t) = =

cos(arccos(x)) = x provided —1 <z <1

arccos(cos(x)) = x provided 0 <z <7
e Properties of G(z) = arcsin(z)

— Domain: [—1,1]

Range: [—g, g]

— arcsin(z) = t if and only if —

sin(arcsin(x)) = z provided —1 <
)

— arcsin(sin(z

— additionally, arcsine is odd
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Everything in Theorem 10.26 is a direct consequence of the facts that f(z) = cos(z) for 0 <z <
and F(x) = arccos(xz) are inverses of each other as are g(r) = sin(z) for -3 < z < T and
G(x) = arcsin(x). It’s about time for an example.

Example 10.6.1.

1. Find the exact values of the following.

(a) arccos (1) (b) arcsin (%)
(c) arccos (—*2) (d) arcsin (—3)
(e) arccos (cos (%)) (F) arccos (cos (457))
(g) cos (arccos (—3)) (h) sin (arccos (—3))

2. Rewrite the following as algebraic expressions of  and state the domain on which the equiv-
alence is valid.

(a) tan (arccos (z)) (b) cos (2arcsin(x))

Solution.

1. (a) To find arccos (%), we need to find the real number ¢ (or, equivalently, an angle measuring

t radians) which lies between 0 and 7 with cos(t) = 3. We know ¢ = Z meets these
criteria, so arccos (l) =Z

2 3
(b) The value of arcsin (?) is a real number ¢ between —7 and 7 with sin(t) = g The
number we seek is t = 7. Hence, arcsin (@) =7
(¢) The number ¢t = arccos (—@) lies in the interval [0, 7] with cos(t) = —@. Our answer

is arccos (—?) = %’T.

(d) To find arcsin (—3), we seek the number ¢ in the interval [—%, Z] with sin(t) = —%. The
answer is ¢ = —% so that arcsin (—%) =—%

s

(e) Since 0 < § < 7, we could simply invoke Theorem 10.26 to get arccos (cos (%)) =5
However, in order to make sure we understand why this is the case, we choose to work
the example through using the definition of arccosine. Working from the inside out,

arccos (cos (%)) = arccos (?) Now, arccos (@) is the real number ¢t with 0 < ¢t <7

and cos(t) = 3. We find t = %, so that arccos (cos (§)) = %.
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Since HT” does not fall between 0 and 7, Theorem 10.26 does not apply. We are forced to

work through from the inside out starting with arccos (Cos (11—”)) = arccos (£> From

6 2
the previous problem, we know arccos (@) = & Hence, arccos (cos (HT”)) =%

One way to simplify cos (arccos (—§)) is to use Theorem 10.26 directly. Since —32 is

5 5
between —1 and 1, we have that cos (arccos (—%)) = —% and we are done. However, as
before, to really understand why this cancellation occurs, we let ¢ = arccos (—%) Then,
by definition, cos(t) = —2. Hence, cos (arccos (—2)) = cos(t) = —2, and we are finished
in (nearly) the same amount of time.

As in the previous example, we let t = arccos (—%) so that cos(t) = —% for some ¢ where
0 <t < 7. Since cos(t) < 0, we can narrow this down a bit and conclude that § <t <,
so that ¢ corresponds to an angle in Quadrant II. In terms of ¢, then, we need to find
sin (arccos (—2)) = sin(t). Using the Pythagorean Identity cos®(t) + sin?(t) = 1, we get
(—%)2 +sin?(t) = 1 or sin(t) = £1. Si;lce t iorresponds to a Quadrants II angle, we

choose sin(t) = %. Hence, sin (arccos (—2)) = 3.

We begin this problem in the same manner we began the previous two problems. To
help us see the forest for the trees, we let ¢ = arccos(z), so our goal is to find a way to
express tan (arccos (x)) = tan(t) in terms of x. Since t = arccos(z), we know cos(t) = z
where 0 < ¢ < 7, but since we are after an expression for tan(t), we know we need to
throw out ¢ = 7 from consideration. Hence, either 0 <t < § or § <t < 7 so that,
geometrically, ¢ corresponds to an angle in Quadrant I or Quadrant II. One approach?
to finding tan(t) is to use the quotient identity tan(t) = z)ns((?) Substituting cos(t) = x
into the Pythagorean Identity cos?(t) +sin?(¢) = 1 gives 22 +sin?(t) = 1, from which we
get sin(t) = £v/1 — 22, Since ¢ corresponds to angles in Quadrants I and II, sin(t) > 0,
so we choose sin(t) = v/1 — z2. Thus,

sin(t) V1 —a?

cos(t)  x

tan(t) =

To determine the values of x for which this equivalence is valid, we consider our sub-
stitution ¢ = arccos(z). Since the domain of arccos(z) is [—1, 1], we know we must
restrict —1 < z < 1. Additionally, since we had to discard ¢t = 7, we need to discard
x = cos (3) = 0. Hence, tan (arccos (z)) = ¥ 1;‘”2 is valid for z in [—1,0) U (0, 1].

We proceed as in the previous problem by writing ¢t = arcsin(z) so that ¢ lies in the
interval [—Z,Z] with sin(¢) = 2. We aim to express cos (2arcsin(z)) = cos(2t) in terms
of x. Since cos(2t) is defined everywhere, we get no additional restrictions on ¢ as we did
in the previous problem. We have three choices for rewriting cos(2t): cos?(t) — sin®(t),

2cos?(t) — 1 and 1 —2sin?(t). Since we know = = sin(t), it is easiest to use the last form:

cos (2arcsin(x)) = cos(2t) = 1 — 2sin?(t) = 1 — 22

% Alternatively, we could use the identity: 1+ tan®(t) = sec(t). Since = = cos(t), sec(t) = —1— = 1. The reader
is invited to work through this approach to see what, if any, difficulties arise.

cos(t)
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To find the restrictions on z, we once again appeal to our substitution ¢ = arcsin(x).
Since arcsin(z) is defined only for —1 < = < 1, the equivalence cos (2 arcsin(z)) = 1 — 222
is valid only on [—1,1]. O

A few remarks about Example 10.6.1 are in order. Most of the common errors encountered in
dealing with the inverse circular functions come from the need to restrict the domains of the
original functions so that they are one-to-one. One instance of this phenomenon is the fact that
arccos (cos (HT”)) = & as opposed to HT”. This is the exact same phenomenon discussed in Section
5.2 when we saw 1/(—2)2 = 2 as opposed to —2. Additionally, even though the expression we
arrived at in part 2b above, namely 1 — 222, is defined for all real numbers, the equivalence
cos (2arcsin(z)) = 1 — 222 is valid for only —1 < z < 1. This is akin to the fact that while the
expression z is defined for all real numbers, the equivalence (\/5)2 = z is valid only for x > 0. For
this reason, it pays to be careful when we determine the intervals where such equivalences are valid.

The next pair of functions we wish to discuss are the inverses of tangent and cotangent, which

are named arctangent and arccotangent, respectively. First, we restrict f(z) = tan(x) to its
fundamental cycle on (=%, %) to obtain f~!(z) = arctan(z). Among other things, note that the
vertical asymptotes x = —75 and z = 7 of the graph of f(x) = tan(x) become the horizontal

asymptotes y = —5 and y = 5 of the graph of f~1(x) = arctan(z).

1 y 1
| |
| |
| |
| |
| |
| |
| |
1 Yy
I 1 I -
| e T T T T T s e 2T~~~ -~ —-———-
—t >
R i
| 11 |
| | ) )
| | — ' "
| | 1 / 1
| | ~I+t
| |
| | S ___ | _______
| | reflect across y = 2
1 1
z) =tan(z), —Z <z < Z. switch z and y coordinates —1(z) = arctan(z).
2 2

Next, we restrict g(z) = cot(x) to its fundamental cycle on (0,7) to obtain g~!(z) = arccot(z).
Once again, the vertical asymptotes x = 0 and x = 7 of the graph of g(z) = cot(z) become the
horizontal asymptotes y = 0 and y = 7 of the graph of g~!(x) = arccot(x). We show these graphs
on the next page and list some of the basic properties of the arctangent and arccotangent functions.
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I
.

reflect across y =

g(z) = cot(x), 0 < x < . switch z and y coordinates g~ 1(z) = arccot(z).

Theorem 10.27. Properties of the Arctangent and Arccotangent Functions
e Properties of F(z) = arctan(z)

— Domain: (—o0,00)

— Range: (—g, g)

— as ¥ — —oo, arctan(z) = —37; as z — oo, arctan(z) — 5~
— arctan(z) =t if and only if =5 <t < § and tan(t) =z

— arctan(z) = arccot (2) for z > 0

— tan (arctan(z)) = z for all real numbers z

— arctan(tan(z)) = = provided —§ <z < §

— additionally, arctangent is odd
e Properties of G(x) = arccot(x)

— Domain: (—o0,00)

— Range: (0,7)

— as ¥ — —00, arccot(z) — 7 ; as & — 0o, arccot(z) — 0F
— arccot(x) =t if and only if 0 < ¢t < 7 and cot(t) = =

— arccot(z) = arctan (2) for z > 0

— cot (arccot(x)) = z for all real numbers z

— arccot(cot(z)) = = provided 0 < z < 7
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Example 10.6.2.

1. Find the exact values of the following.
(a) arctan(v/3) (b) arccot(—+v/3)

(c) cot(arccot(—5)) (d) sin (arctan (—%))

2. Rewrite the following as algebraic expressions of x and state the domain on which the equiv-
alence is valid.

(a) tan(2arctan(x)) (b) cos(arccot(2z))

Solution.

1. (a) We know arctan(v/3) is the real number ¢ between —% and Z with tan(t) = v/3. We find
t =1, so arctan(v/3) = Z.

(b) The real number ¢ = arccot(—+/3) lies in the interval (0,7) with cot(t) = —v/3. We get
arccot(—v/3) = 5Z.

(¢) We can apply Theorem 10.27 directly and obtain cot(arccot(—5)) = —5. However,
working it through provides us with yet another opportunity to understand why this
is the case. Letting t = arccot(—5), we have that ¢ belongs to the interval (0,7) and
cot(t) = —5. Hence, cot(arccot(—5)) = cot(t) = —5.

(d) We start simplifying sin (arctan (—7)) by letting t = arctan (—f) Then tan(t) = % for
some —5 <t < 5. Since tan(t) < 0, we know, in fact, =5 < ¢ < 0. One way to proceed
is to use The Pythagorean Identity, 1+cot?(t) = csc?(t), since this relates the reciprocals

of tan(t) and sin(¢) and is valid for all ¢ under consideration.? From tan(t) = —2, we
get cot(t) = —%. Substituting, we get 1 + (—%)2 = csc?(t) so that csc(t) = £2. Since
—Z <t <0, we choose csc(t) = —2, so sin(t) = —2. Hence, sin (arctan (—2)) = —2.

2. (a) If we let t = arctan(z), then =% <t < 7 and tan(t) = . We look for a way to express
tan(2 arctan(z)) = tan(2t) in terms of x. Before we get started using identities, we note
that tan(2t) is undefined when 2t = § + 7k for integers k. Dividing both sides of this

equation by 2 tells us we need to exclude values of ¢ where t = 7 + §k, where k is
an integer. The only members of this family which lie in ( o g) are t = 7, which
means the values of ¢t under consideration are (—g, —7) ( T %) ( T 2) Returning
to arctan(2t), we note the double angle identity tan(2t) = i n(t ()t), is valid for all the

values of ¢t under consideration, hence we get

2 tan(t) 2x
tan(2 arctan(x)) = tan(2t) = T tan2(1) =1 .2

Tt’s always a good idea to make sure the identities used in these situations are valid for all values t under
consideration. Check our work back in Example 10.6.1. Were the identities we used there valid for all ¢ under
consideration? A pedantic point, to be sure, but what else do you expect from this book?
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To find where this equivalence is valid we check back with our substitution ¢ = arctan(x).
Since the domain of arctan(x) is all real numbers, the only exclusions come from the
values of ¢ we discarded earlier, ¢ = £%. Since = tan(t), this means we exclude
z = tan (%) = £1. Hence, the equivalence tan(2 arctan(z)) = % holds for all z in
(—o0,—1) U (—1,1) U (1, 00).

To get started, we let ¢ = arccot(2x) so that cot(t) = 2x where 0 < ¢ < 7. In terms
of t, cos(arccot(2x)) = cos(t), and our goal is to express the latter in terms of x. Since
cos(t) is always defined, there are no additional restrictions on ¢, so we can begin using

identities to relate cot(t) to cos(t). The identity cot(t) = Z?ﬁ((g

so our strategy is to obtain sin(¢) in terms of z, then write cos(t) = cot(¢)sin(¢). The

identity 1+ cot?(t) = csc?(t) holds for all ¢ in (0, 7) and relates cot(t) and csc(t) = ﬁ

Substituting cot(t) = 2z, we get 1 + (2z)? = csc?(t), or csc(t) = +£v/4x2 + 1. Since ¢ is

is valid for ¢ in (0, ),

between 0 and 7, csc(t) > 0, so csc(t) = vV4x? + 1 which gives sin(t) = \/4:5127“. Hence,
2z

cos(arccot(2x)) = cos(t) = cot(t) sin(t) = ————
(arccot(20)) = cos(t) = cot(t) sin(t) = =T —
Since arccot(2z) is defined for all real numbers z and we encountered no additional

restrictions on t, we have cos (arccot(2z)) = \/41?207“ for all real numbers z. O

The last two functions to invert are secant and cosecant. A portion of each of their graphs, which
were first discussed in Subsection 10.5.2, are given below with the fundamental cycles highlighted.

y

The graph of y = sec(x). The graph of y = csc(z).

It is clear from the graph of secant that we cannot find one single continuous piece of its graph
which covers its entire range of (—oo, —1]U[1, 00) and restricts the domain of the function so that it
is one-to-one. The same is true for cosecant. Thus in order to define the arcsecant and arccosecant
functions, we must settle for a piecewise approach wherein we choose one piece to cover the top
of the range, namely [1,00), and another piece to cover the bottom, namely (—oo, —1]. There are
two generally accepted ways make these choices which restrict the domains of these functions so
that they are one-to-one. One approach simplifies the Trigonometry associated with the inverse
functions, but complicates the Calculus; the other makes the Calculus easier, but the Trigonometry
less so. We present both points of view.
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10.6.1 INVERSES OF SECANT AND COSECANT: TRIGONOMETRY FRIENDLY APPROACH

In this subsection, we restrict the secant and cosecant functions to coincide with the restrictions
on cosine and sine, respectively. For f(x) = sec(x), we restrict the domain to [O, g) U (g, 77]

Y !
|
|
|
|
|
| Yy
14 |
| ™
I B
14 |
| s
I _________ 3- ___________
|
|
|
! reflect across y = -1 1 T
f(z) =sec(z) on [0, Z)U(Z,m switch = and y coordinates f~H(x) = arcsec(x
2 2
and we restrict g(z) = csc(z) to [—-%,0) U (0, 5].
Yy
14 Yy
us
o+
3 e
T2 2
11
1 1 x
T
reflect across y = x 2
7
g(z) = csc(x) on [-5,0) U (0, 5]  switch = and y coordinates g~ () = arcesc(z)

Note that for both arcsecant and arccosecant, the domain is (—oo, —1] U [1,00). Taking a page
from Section 2.2, we can rewrite this as {x : |x| > 1}. This is often done in Calculus textbooks, so
we include it here for completeness. Using these definitions, we get the following properties of the
arcsecant and arccosecant functions.
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Theorem 10.28. Properties of the Arcsecant and Arccosecant Functions®
e Properties of F(x) = arcsec(x)

— Domain: {x: |z] > 1} = (—o0, —1] U[1,00)

— Range: [0, g) U (g,ﬂ]

— as © — —oo, arcsec(z) — 315 as . — oo, arcsec(z) = 3~

— arcsec(z) =tif and only if 0 <t < § or § <t < 7 and sec(t) = =
— arcsec(z) = arccos (1) provided |z| > 1

— sec (arcsec(x)) = x provided |z| > 1

— arcsec(sec(z)) = x provided 0 <z < Jor § <z <7
e Properties of G(x) = arccsc(z)

— Domain: {x: |z] > 1} = (—o0, —1]U[1,00)

— Range: [—%, 0) U (0, g]

— as ¥ — —o00, arccsc(x) — 07; as & — oo, arcesc(z) — 0F

— arcesc(z) =t if and only if —F <t <0or0<t <7 and csc(t) ==
— arcesc(z) = arcsin (1) provided |z| > 1

— csc (arcese(x)) = x provided |z| > 1

— arcesc(cesc(z)) = x provided -5 <z <0or0 <z < 3

— additionally, arccosecant is odd

..assuming the “Irigonometry Friendly” ranges are used.

Example 10.6.3.
1. Find the exact values of the following.

(a) arcsec(2) (b) arccsc(—2) (c) arcsec (sec (2F))  (d) cot (arcesc (—3))

2. Rewrite the following as algebraic expressions of  and state the domain on which the equiv-
alence is valid.

(a) tan(arcsec(x)) (b) cos(arcesc(4x))
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Solution.

1.

(a)
(b)
(c)

(d)

Using Theorem 10.28, we have arcsec(2) = arccos (3) = 3.

2 3
. . o . _ . 1 _
Once again, Theorem 10.28 comes to our aid giving arccsc(—2) = arcsin (—5) =-Z.
Since %” doesn’t fall between 0 and 5 or 5 and m, we cannot use the inverse property

stated in Theorem 10.28. We can, nevertheless, begin by working ‘inside out’ which
yields arcsec (sec (2F)) = arcsec(—v/2) = arccos (—g) =3

One way to begin to simplify cot (arccsc (—3)) is to let t = arcesc(—3). Then, csc(t) = —3
and, since this is negative, we have that ¢ lies in the interval [—g,O). We are after
cot (arccsc (—3)) = cot(t), so we use the Pythagorean Identity 1 + cot?(t) = csc?(t).
Substituting, we have 1+ cot?(t) = (—3)?, or cot(t) = £v/8 = £2/2. Since —F < ¢ <0,
cot(t) < 0, so we get cot (arcesc (—3)) = —2v/2.

We begin simplifying tan(arcsec(x)) by letting ¢ = arcsec(z). Then, sec(t) = x for ¢ in
[0,Z) U (5, 7], and we seek a formula for tan(t). Since tan(t) is defined for all ¢ values
under consideration, we have no additional restrictions on ¢t. To relate sec(t) to tan(t), we
use the identity 1+tan?(t) = sec?(t). This is valid for all values of ¢ under consideration,
and when we substitute sec(t) = z, we get 1+ tan?(t) = 22. Hence, tan(t) = £vz2 — 1.
If ¢ belongs to [0, %) then tan(¢) > 0; if, on the the other hand, ¢ belongs to (%, 7T] then
tan(t) < 0. As a result, we get a piecewise defined function for tan(t)

() x? —1, if0§t<g
tan(t) =
—Vaz? -1, if%<t§7r

Now we need to determine what these conditions on ¢ mean for z. Since z = sec(t),

when 0 <t < 5,2 >1, and when § <t <, z < —1. Since we encountered no further

restrictions on ¢, the equivalence below holds for all z in (—oo, —1] U [1, 00).

22 -1, ifr>1
tan(arcsec(z)) =

2?2 -1, ifz< -1

To simplify cos(arcesc(4x)), we start by letting ¢t = arccsc(4x). Then csc(t) = 4z for ¢ in
[—7,0)U(0, 5], and we now set about finding an expression for cos(arcesc(4z)) = cos(t).
Since cos(t) is defined for all ¢, we do not encounter any additional restrictions on t.

From csc(t) = 4z, we get sin(t) = 1=, so to find cos(t), we can make use if the identity
cos?(t) + sin?(t) = 1. Substituting sin(t) = & gives cos?(t) + (ﬁ)Q = 1. Solving, we get
1622 — 1 V16x? — 1
cos(t) = + - =+ v
1622 4|z|
_ V16—z? )

Since t belongs to [—5,0) U (0, 5], we know cos(t) > 0, so we choose cos(t) = a7

(The absolute values here are necessary, since = could be negative.) To find the values for
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which this equivalence is valid, we look back at our original substution, ¢t = arccsc(4z).
Since the domain of arccsc(x) requires its argument x to satisfy |z| > 1, the domain of
arcesc(4x) requires |4z > 1. Using Theorem 2.4, we rewrite this inequality and solve
to get x < —i or x > i. Since we had no additional restrictions on ¢, the equivalence

cos(arcesc(4x)) = 7”%;_1 holds for all z in (—oo0, —1] U [, 00). O

10.6.2 INVERSES OF SECANT AND COSECANT: CALCULUS FRIENDLY APPROACH

In this subsection, we restrict f(z) = sec(z) to [0,3) U [r, 2I)

3
2

14

| ™
5t 2
|
|
|
. K
! reflect across y = -1 1 T
AN
f(z) = sec(z) on [0, %) U [, 37”) switch « and y coordinates f~1(z) = arcsec(z)
3 — s 3T
and we restrict g(z) = csc(z) to (0, %] U (m, 3F].
Yy . y
|
|
! 3n
| 2T
|
|
o |
it I
+ + + ™
O
14 |
| jus
I 27
|
|
|
| .
: reflect across y = -1 1 T
A
g(z) = csc(x) on (0, 3] U (, 37”] switch « and y coordinates g () = arcesc(z)

Using these definitions, we get the following result.
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Theorem 10.29. Properties of the Arcsecant and Arccosecant Functions®
e Properties of F(x) = arcsec(x)

— Domain: {x: |z] > 1} = (—o0, —1] U[1,00)

— Range: [0, g) U [7r, 37”)

— as  — —oo0, arcsec(z) — 3 ; as  — o0, arcsec(z) — 5~

— arcsec(z) =t if and only if 0 <t < Z or m < ¢ < 3T and sec(t) =
— arcsec(z) = arccos (1) for z > 1 only®

— sec (arcsec(x)) = x provided |z| > 1

— arcsec(sec(r)) =z provided 0 <z < T orr < x < 3T
e Properties of G(x) = arccsc(z)

— Domain: {z: |z| > 1} = (—o0,—1] U[1, c0)

— Range: (0, g] U (77, 37“]

— as x — —o0, arcesc(x) — 7T; as ¢ — oo, arcesc(zr) — 0T

— arcesc(z) =t if and only if 0 <t < Z or m < ¢t < 3% and csc(t) =
— arcesc(z) = arcsin (1) for z > 1 only®

— csc (arcesc(x)) = x provided |z| > 1

— arcesc(ese(z)) =z provided 0 <z < Zorr <z < 3T

¢...assuming the “Calculus Friendly” ranges are used.
*Compare this with the similar result in Theorem 10.28.
“Compare this with the similar result in Theorem 10.28.

Our next example is a duplicate of Example 10.6.3. The interested reader is invited to compare
and contrast the solution to each.

Example 10.6.4.
1. Find the exact values of the following.

(a) arcsec(2) (b) arccsc(—2) (c) arcsec (sec (2%))  (d) cot (arcesc (—3))

2. Rewrite the following as algebraic expressions of x and state the domain on which the equiv-
alence is valid.

(a) tan(arcsec(z)) (b) cos(arcesc(4x))
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Solution.
1. (a)
(b)
(c)
(d)
2. (a)
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Since 2 > 1, we may invoke Theorem 10.29 to get arcsec(2) = arccos (%) = 3.

Unfortunately, —2 is not greater to or equal to 1, so we cannot apply Theorem 10.29 to
arccsc(—2) and convert this into an arcsine problem. Instead, we appeal to the definition.

The real number ¢ = arcesc(—2) lies in (0, 2] U (m, 3F] and satisfies csc(t) = —2. The ¢

we're after is t = 7T, so arcesc(—2) = 7.
Since %’r lies between 7 and 37”, we may apply Theorem 10.29 directly to simplify

arcsec (sec (%’r)) = %’r. We encourage the reader to work this through using the defini-

tion as we have done in the previous examples to see how it goes.

To simplify cot (arccsc (—3)) we let ¢ = arccsc (—3) so that cot (arcesc (—3)) = cot(t).
We know csc(t) = —3, and since this is negative, ¢ lies in (77, 37“] Using the identity
1+ cot?(t) = csc(t), we find 1+ cot?(t) = (—3)? so that cot(t) = +v/8 = £21/2. Since
t is in the interval (7, 2], we know cot(t) > 0. Our answer is cot (arcesc (—3)) = 2v/2.
We begin simplifying tan(arcsec(x)) by letting ¢ = arcsec(z). Then, sec(t) = x for ¢ in
[0,2) U [, 3T), and we seck a formula for tan(t). Since tan(t) is defined for all ¢ values
under consideration, we have no additional restrictions on ¢t. To relate sec(t) to tan(t), we
use the identity 1+tan?(t) = sec?(t). This is valid for all values of ¢ under consideration,
and when we substitute sec(t) = x, we get 1 + tan?(t) = 2. Hence, tan(t) = +v/x2 — 1.
Since t lies in [0, 3) U [, 2), tan(t) > 0, so we choose tan(t) = v/z2 — 1. Since we found
no additional restrictions on ¢, the equivalence tan(arcsec(x)) = V22 — 1 holds for all x

in the domain of ¢t = arcsec(x), namely (—oo, —1] U [1, 00).

To simplify cos(arccsc(4x)), we start by letting ¢t = arccsc(4x). Then csc(t) = 4z for ¢ in
(0,2] U (m, 2F], and we now set about finding an expression for cos(arcesc(4z)) = cos(t).
Since cos(t) is defined for all ¢, we do not encounter any additional restrictions on ¢.
From csc(t) = 4z, we get sin(t) = -, so to find cos(t), we can make use if the identity

cos?(t) + sin?(¢) = 1. Substituting sin(t) = £ gives cos?(t) + (ﬁf = 1. Solving, we get

1602 — 1 /162% — 1

1622 4|x|

cos(t) = +

If ¢ lies in (0, 5], then cos(t) > 0, and we choose cos(t) = V162" -1 - Otherwise, ¢ belongs

’2 4]z
to (m, 2Z] in which case cos(t) < 0, so, we choose cos(t) = — 12@7_1 This leads us to a
(momentarily) piecewise defined function for cos(t)
V1622 — 1
%, ifo<t<z
t) = :
cos(t) VI6a2—1 | ;
Y T <t <R

4|
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We now see what these restrictions mean in terms of z. Since 4 = csc(t), we get that
for0<t< 3,40 >1,0rz > %. In this case, we can simplify |z| = x so

V1622 -1 V1622 -1

t) = =
cos(t) Alz] iz
Similarly, for 7 <t < 37”, we get 4o < —1,or x < —i. In this case, |x| = —z, so we also
get
0 V1622 — 1 V1622 —1 1622 — 1
cos(t) = ————— = — =
4|x| 4(—x) 4x

Hence, in all cases, cos(arccsc(4z)) = 7”64””;_1, and this equivalence is valid for all x in
the domain of ¢ = arccsc(4z), namely (—oo7 —ﬂ U [%, oo) O

10.6.3 CALCULATORS AND THE INVERSE CIRCULAR FUNCTIONS.

In the sections to come, we will have need to approximate the values of the inverse circular functions.
On most calculators, only the arcsine, arccosine and arctangent functions are available and they
are usually labeled as sin™!,cos™! and tan™!, respectively. If we are asked to approximate these
values, it is a simple matter to punch up the appropriate decimal on the calculator. If we are asked
for an arccotangent, arcsecant or arccosecant, however, we often need to employ some ingenuity, as
our next example illustrates.

Example 10.6.5.

1. Use a calculator to approximate the following values to four decimal places.
3
(a) arccot(2) (b) arcsec(5) (c) arccot(—2) (d) arccsc <—2>

2. Find the domain and range of the following functions. Check your answers using a calculator.

(a) f(x) = g — arccos (%) (b) f(z) = 3arctan (4z). (c) f(z) = arccot (g) +7

Solution.

1. (a) Since 2 > 0, we can use the property listed in Theorem 10.27 to rewrite arccot(2) as
arccot(2) = arctan (1). In ‘radian’ mode, we find arccot(2) = arctan (3) ~ 0.4636.

(b) Since 5 > 1, we can use the property from either Theorem 10.28 or Theorem 10.29 to
write arcsec(5) = arccos (3) &~ 1.3694.
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(c) Since the argument —2 is negative, we cannot directly apply Theorem 10.27 to help us
find arccot(—2). Let ¢t = arccot(—2). Then ¢ is a real number such that 0 < ¢t < 7
and cot(t) = —2. Moreover, since cot(t) < 0, we know § < t < 7. Geometrically, this
means t corresponds to a Quadrant II angle § = t radians. This allows us to proceed
using a ‘reference angle’ approach. Consider «, the reference angle for 8, as pictured
below. By definition, « is an acute angle so 0 < a < 7, and the Reference Angle

Theorem, Theorem 10.2, tells us that cot(a) = 2. This means o = arccot(2) radians.

Since the argument of arccotangent is now a positive 2, we can use Theorem 10.27 to get

1

a = arccot(2) = arctan (3) radians. Since § = 7 —a = 7 — arctan (3) & 2.6779 radians,

we get arccot(—2) ~ 2.6779.

Y

1

0 = arccot(—2) radians

///’ n—tan- 1122
. Z2.BrradSads

Another way to attack the problem is to use arctan (—%) By definition, the real number

t = arctan (—3) satisfies tan(t) = —1 with =2 <t < Z. Since tan(t) < 0, we know

more specifically that —5 < ¢ < 0, so t corresponds to an angle 8 in Quadrant IV. To
find the value of arccot(—2), we once again visualize the angle § = arccot(—2) radians
and note that it is a Quadrant II angle with tan(f) = —%. This means it is exactly 7
units away from 5, and we get § = 7 + § = 7 + arctan (—%) ~ 2.6779 radians. Hence,

as before, arccot(—2) ~ 2.6779.
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1

0 = arccot(—2) radians

///’ n+tan- 1 -1-23
Z2.B77ad5E45

=

(d) If the range of arccosecant is taken to be [—g, 0) U (0, %], we can use Theorem 10.28 to
get arcesc (—%) = arcsin (—%) ~ —0.7297. If, on the other hand, the range of arccosecant
is taken to be (0, g] U (7r, 37”], then we proceed as in the previous problem by letting
t = arcesc (—3). Then ¢ is a real number with csc(t) = —3. Since csc(t) < 0, we have

that m < 0 < 37”, so t corresponds to a Quadrant ITI angle, 6. As above, we let « be
the reference angle for §. Then 0 < a < § and csc(a) = %, which means o = arccsc (%)
radians. Since the argument of arccosecant is now positive, we may use Theorem 10.29
to get a = arccsc 3) = arcsin (2) radians. Since § = 7 + a = 7 4 arcsin (%) ~ 3.8713

( 5
radians, arccsc (—%) ~ 3.8713.
y

0 = arccsc (—%) radians

M+=sin 10232
F.27132831
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Since the domain of F(z) = arccos(z) is —1 < z < 1, we can find the domain of
f(xz) = § — arccos (%) by setting the argument of the arccosine, in this case ¥, between
—1 and 1. Solving —1 < £ <1 gives —5 < 2 < 5, so the domain is [~5, 5]. To determine
the range of f, we take a cue from Section 1.7. Three ‘key’ points on the graph of
F(z) = arccos(z) are (—1,7), (0,5) and (1,0) . Following the procedure outlined in
Theorem 1.7, we track these points to (—5, —%), (0,0) and (5, %) Plotting these values

tells us that the range® of f is [—5, 5]. Our graph confirms our results.

To find the domain and range of f(x) = 3arctan (4x), we note that since the domain
of F(x) = arctan(x) is all real numbers, the only restrictions, if any, on the domain of
f(z) = 3arctan (4x) come from the argument of the arctangent, in this case, 4x. Since
4z is defined for all real numbers, we have established that the domain of f is all real
numbers. To determine the range of f, we can, once again, appeal to Theorem 1.7.
Choosing our ‘key’ point to be (0,0) and tracking the horizontal asymptotes y = —F
and y = 7, we find that the graph of y = f(x) = 3arctan (4x) differs from the graph of
y = F(z) = arctan(z) by a horizontal compression by a factor of 4 and a vertical stretch
by a factor of 3. It is the latter which affects the range, producing a range of (—37”, 37”)

We confirm our findings on the calculator below.

el

y=f(z)= g — arccos (%) y = f(x) = 3arctan (4z)

To find the domain of g(z) = arccot (%) + m, we proceed as above. Since the domain of
G(z) = arccot(x) is (—00,00), and § is defined for all x, we get that the domain of g is
(—o0,00) as well. As for the range, we note that the range of G(x) = arccot(x), like that
of F(z) = arctan(z), is limited by a pair of horizontal asymptotes, in this case y = 0
and y = 7. Following Theorem 1.7, we graph y = g(x) = arccot (%) + 7 starting with
y = G(x) = arccot(x) and first performing a horizontal expansion by a factor of 2 and
following that with a vertical shift upwards by w. This latter transformation is the one
which affects the range, making it now (7, 27). To check this graphically, we encounter
a bit of a problem, since on many calculators, there is no shortcut button corresponding
to the arccotangent function. Taking a cue from number lc, we attempt to rewrite
g(x) = arccot (%) + in terms of the arctangent function. Using Theorem 10.27, we have
that arccot (%) = arctan (%) when § > 0, or, in this case, when x > 0. Hence, for z > 0,
we have g(z) = arctan (%) +m. When 5 < 0, we can use the same argument in number

lc that gave us arccot(—2) = 7 4 arctan (—%) to give us arccot (%) = 7 + arctan (%)

5Tt also confirms our domain!
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Hence, for x < 0, g(z) = 7 + arctan (%) + 7 = arctan (%) + 2. What about x = 0?7 We
know ¢(0) = arccot(0) + 7 = 7, and neither of the formulas for g involving arctangent
will produce this result. Hence, in order to graph y = g(z) on our calculators, we need
to write it as a piecewise defined function:

x
g(z) = arccot (5) +7=

We show the input and the result below.

Flotl Flotz Flokz
WHaRCLan 12 R +2
R
~NWeECmaCKE=A1
wrRCtan s ma
P

“Wy=

“Ne=

y = g(z) in terms of arctangent

The inverse trigonometric functions are typically found in applications whenever the measure of an

arctan (%) + 2,

T,

arctan (2) +m,

T

ifx<0
fz=0
ifxz>0

—

p—

y = g(z) = arccot (%) +

angle is required. One such scenario is presented in the following example.

Example 10.6.6. ” The roof on the house below has a ‘6/12 pitch’. This means that when viewed
from the side, the roof line has a rise of 6 feet over a run of 12 feet. Find the angle of inclination
from the bottom of the roof to the top of the roof. Express your answer in decimal degrees, rounded

to the nearest hundredth of a degree.

J

Front View

==
|

Solution. If we divide the side view of the house down the middle, we find that the roof line forms
the hypotenuse of a right triangle with legs of length 6 feet and 12 feet. Using Theorem 10.10, we

SWithout Calculus, of course . ..

Side View

"The authors would like to thank Dan Stitz for this problem and associated graphics.
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6

1 . .
15 = 5. Since ¢ is an acute angle,

find the angle of inclination, labeled 6 below, satisfies tan(6) =
) radians ~ 26.56°.

0
we can use the arctangent function and we find § = arctan (%

tan-1C1.-22
dEIELFEAD

6 feet Aris*1288.- 1

ZE.56585118

~— 12 feet

10.6.4 SOLVING EQUATIONS USING THE INVERSE TRIGONOMETRIC FUNCTIONS.

In Sections 10.2 and 10.3, we learned how to solve equations like sin(f) = % for angles 6 and
tan(t) = —1 for real numbers ¢. In each case, we ultimately appealed to the Unit Circle and relied
on the fact that the answers corresponded to a set of ‘common angles’ listed on page 724. If, on
the other hand, we had been asked to find all angles with sin(f) = 1 or solve tan(t) = —2 for
real numbers ¢, we would have been hard-pressed to do so. With the introduction of the inverse
trigonometric functions, however, we are now in a position to solve these equations. A good parallel
to keep in mind is how the square root function can be used to solve certain quadratic equations.
The equation 22 = 4 is a lot like sin(f) = % in that it has friendly, ‘common value’ answers x = £2.
The equation 22 = 7, on the other hand, is a lot like sin(f) = % We know® there are answers, but
we can’t express them using ‘friendly’ numbers.? To solve 22 = 7, we make use of the square root
function and write = /7. We can certainly approzimate these answers using a calculator, but
as far as exact answers go, we leave them as x = 4+/7. In the same way, we will use the arcsine

function to solve sin(f) = %, as seen in the following example.

Example 10.6.7. Solve the following equations.

1. Find all angles # for which sin(f) = %

2. Find all real numbers ¢ for which tan(t) = —2
3. Solve sec(x) = —% for x.
Solution.
1. If sin(0) = %, then the terminal side of 8, when plotted in standard position, intersects the

Unit Circle at y = % Geometrically, we see that this happens at two places: in Quadrant I
and Quadrant II. If we let o denote the acute solution to the equation, then all the solutions

8How do we know this again?
9This is all, of course, a matter of opinion. For the record, the authors find ++/7 just as ‘nice’ as +2.
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to this equation in Quadrant I are coterminal with «, and « serves as the reference angle for

all of the solutions to this equation in Quadrant II.
y Yy

\ o = arcsin (%) radians

W=
Q
<~
ol

1 z 1

Since % isn’t the sine of any of the ‘common angles’ discussed earlier, we use the arcsine

functions to express our answers. The real number ¢ = arcsin (%) is defined so it satisfies

0 <t < % with sin(t) = % Hence, a = arcsin (%) radians. Since the solutions in Quadrant I

are all coterminal with «, we get part of our solution to be 8 = a + 27k = arcsin (%) + 27k
for integers k. Turning our attention to Quadrant II, we get one solution to be m — «. Hence,

the Quadrant II solutions are 8 = 7 — a + 2wk = ™ — arcsin (%) + 27k, for integers k.

2. We may visualize the solutions to tan(¢) = —2 as angles # with tan(f) = —2. Since tangent
is negative only in Quadrants II and IV, we focus our efforts there.
y y
1 1

1

: . 1 } x
/ B = arctan(—2) radians ™ / B

Since —2 isn’t the tangent of any of the ‘common angles’, we need to use the arctangent
function to express our answers. The real number ¢t = arctan(—2) satisfies tan(¢) = —2 and
—5 <t <0. If we let 3 = arctan(—2) radians, we see that all of the Quadrant IV solutions
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to tan(f) = —2 are coterminal with 5. Moreover, the solutions from Quadrant IT differ by
exactly 7 units from the solutions in Quadrant IV, so all the solutions to tan(f) = —2 are of
the form 6 = § 4 wk = arctan(—2) + 7k for some integer k. Switching back to the variable ¢,
we record our final answer to tan(t) = —2 as t = arctan(—2) + 7k for integers k.

3. The last equation we are asked to solve, sec(z) = —g, poses two immediate problems. First,
we are not told whether or not x represents an angle or a real number. We assume the latter,
but note that we will use angles and the Unit Circle to solve the equation regardless. Second,
as we have mentioned, there is no universally accepted range of the arcsecant function. For
that reason, we adopt the advice given in Section 10.3 and convert this to the cosine problem
cos(x) = —%. Adopting an angle approach, we consider the equation cos(f) = —% and note
that our solutions lie in Quadrants II and III. Since —% isn’t the cosine of any of the ‘common

angles’, we’ll need to express our solutions in terms of the arccosine function. The real number

t = arccos (—%) is defined so that § < ¢t < 7 with cos(t) = —%. If we let 8 = arccos (—%)
radians, we see that  is a Quadrant II angle. To obtain a Quadrant III angle solution,
we may simply use —f3 = — arccos (—%) Since all angle solutions are coterminal with (£
or —f3, we get our solutions to cos(f) = —% to be 8 = 8 4 2wk = arccos (—%) + 27k or
0 = —5 4 2wk = — arccos (—%) + 27k for integers k. Switching back to the variable z, we
record our final answer to sec(z) = —% as & = arccos (—%) + 27k or x = — arccos (—%) +2nk
for integers k.

y Yy

\\
1 N 1

3
5

] B = arccos (— ) radians \ e [ = arccos (—%) radians
. .
\
N :
1 T / 1 x
| —fB = — arccos (f%) radians

The reader is encouraged to check the answers found in Example 10.6.7 - both analytically and
with the calculator (see Section 10.6.3). With practice, the inverse trigonometric functions will
become as familiar to you as the square root function. Speaking of practice ...
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10.6.5 EXERCISES

In Exercises 1 - 40, find the exact value.

2 1
1. arcsin (—1) 2. arcsin (—?) 3. arcsin( \2[) 4. arcsin< 2)
1 2 3
5. arcsin (0) 6. arcsin () 7. arcsin <\f> 8. arcsin <\f>
2 2 2
2
9. arcsin (1) 10. arccos (—1) 11. arccos( ?) 12. arccos( {)
1 1 2
13. arccos <—2> 14. arccos (0) 15. arccos <2) 16. arccos ({)
V3
17. arccos 5 18. arccos (1) 19. arctan (—v/3) 20. arctan (—1)
3 3
21. arctan (—{) 22. arctan (0) 23. arctan <\3f> 24. arctan (1)
V3
25. arctan (\@) 26. arccot (—\/g) 27. arccot (—1) 28. arccot —3
V3
29. arccot (0) 30. arccot 3 31. arccot (1) 32. arccot (v/3)
33. arcsec (2) 34. arccsc (2) 35. arcsec (V2) 36. arccsc (V2)
2 2
37. arcsec <\3/§> 38. arccsc <\3/§) 39. arcsec (1) 40. arcesc (1)

In Exercises 41 - 48, assume that the range of arcsecant is [(), E) U [77, 37“) and that the range of

arccosecant is (07 g] U (7r, 37”] when finding the exact value.

) 44. arcsec (—1)

o3

41. arcsec (—2) 42. arcsec (—v/2) 43. arcsec(
45. arccsc (—2) 46. arccsc (—v/2) 47. arccsc(

) 48. arccsc (—1)
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In Exercises 49 - 56, assume that the range of arcsecant is [0, g) U (5, 7r] and that the range of

arccosecant is [—%, 0) U (0, %] when finding the exact value.

49. arcsec (—2)

50. arcsec (—\/5) 51. arcsec (

53. arccsc (—2) 54. arcesc (—v/2) 55. arccsc <—

In Exercises 57 - 86, find the exact value or state that it is undefined.

s (o (1) an i ()

o7. 58.

60. sin (arcsin (—0.42)) 61. sin (arcsin <i>> 62
63 1 64 > 65
. cos | arccos { — . cos | arccos | -

66. cos (arccos (7)) 67. tan (arctan (—1)) 68.
)

69. tan (arctan (12>> 70. tan (arctan (0.965)) 71.

72. cot (arccot (1)) 73. cot (arccot (—v/3)) 74

75. cot (arccot (—0.001)) 76. c <arccot ( >> 7

78. sec (arcsec (—1)) 79. sec <arcsec < )) 80

81. sec (arcsec (1177)) 82. csc (arcese (v2)) 83.
2

84. csc (arccsc <\2[>> 85. csc (arcesc (1.0001)) 86.

In Exercises 87 - 106, find the exact value or state that it is undefined.

87. arcsin (sin (%)) 88. arcsin (sin (—%))

[\&] (\&]
«|g w5
N— —

99.

89.

52. arcsec (—1)

56. arccsc (—1)

o (2)

V2
. COS | arccos 7

. cos (arccos (—0.998))

tan (arctan (\/3))

tan (arctan (3))

7
. cot <arcc0t <—24>>

. sec (arcsec (2))

. sec (arcsec (0.75))

2v/3
csc | arcese | ———

e (arcese ()

rcsin | sin 31
arcs S 1
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90. arcsin (sin (1:3%)) 91. arcsin (sin <4; >> 92. arccos (cos (%))
93. arccos (cos <2;>) 94. arccos < < 95. arccos (cos <—%>)
96. arccos (cos (T)) 97. arctan (tan (
(tan

99. arctan (tan ()) 100. arctan

COS

102. arccot (cot (%)) 103. arccot (cot (— ) 104. arccot (cot ())

2
105. arccot (cot <g)> 106. arccot <cot (3))

In Exercises 107 - 118, assume that the range of arcsecant is [0, E) U [7r, 3—”) and that the range of

arccosecant is (0 E] U (7r 3—”] when finding the exact value.

> 2 72

4
107. arcsec (sec (%)) 108. arcsec (sec <;>) 109. arcsec (SGC <5ér>)
T 5m T
110. arcsec ( ec ( 5)) 111. arcsec <sec <3>> 112. arccsc (CSC (E))
5 2T T
113. arccsc | csc T 114. arccsc | csc 3 115. arccsc (csc <—§>>

117 117 91
6>> 117. arcsec <sec (12>> 118. arccsc (csc <8>>

In Exercises 119 - 130, assume that the range of arcsecant is [O, E) U (E 7r] and that the range of

arccosecant is [—%, 0) U (0, %] when finding the exact value.

T 47 5%
119. arcsec (sec (4)) 120. arcsec <sec <3>> 121. arcsec (sec (6))

116. arccsc <cs

s
122. arcsec (sec ( 5)) 123. arcsec (sec < >) 124. arccsc ( ( ))
125. arccsc 5—7T 126. arccsc 277r 127. arccsc <csc < E))
4 ' 3 ' 2
11 11 9
128. arccsc ( <67r>> 129. arcsec < < 1 7r>> 130. arccsc ( <g>>
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In Exercises 131 - 154, find the exact value or state that it is undefined.

131.

134.

137.

140.

143.

146.

149.

152.

an s (1))
sin (arccot (v/5))

Ccos (arctan (\ﬁ))

( . ( 21/
tan | arcsin _T

tan (arccot (12))

cot (arccsc (\/5))

)

. 12
resin ( ——
sec | arcs 3

csc (arccot (9))

132.

135.

138.

141.

144.

147.

150.

153.

sin <arccos <§>> 133. sin (arctan (—2))

5
136. in| ——
36. cos (arcsm < 13>>

139. cos (arcsec (5))

sin (arccsc (—3))

cos (arccot (3))

1
tan <arccos <—2)> 142. tan
. 12
cot | arcsin | — 145. ¢
13

cot (arctan (0.25)) 148. sec

sec (arctan (10))

3
csc <arcsin <5>> 154. csc

AAA

151. sec

TN

In Exercises 155 - 164, find the exact value or state that it is undefined.

155.

157.

159. s

161. ¢

163.

. ) 5
sin (arcsm <13> +

3
tan (arctan -+ arccos <—5>>

)
(o)

CcoS (2arccot (—\/5))

™

4

)

156.

158.

160.

162. cos

164.

cos (arcsec(3) + arctan(2))

n (2arsin (-5
sin [ 2 arcsin 5

sin (2 arctan (2))

e ()

" (arctzn@))

arcsec

arccos

arccot

arctan

W Ut

)

V3
arccos 7

|5

)
w))
|

ja)

OJ\[\’)

y
<
<
§
-

N———
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In Exercises 165 - 184, rewrite the quantity as algebraic expressions of x and state the domain on
which the equivalence is valid.

165.

168.

171.

174.

177.

179.

181.

183.

185.

186.

187.

sin (arccos (z)) 166. cos (arctan (z)) 167. tan (arcsin (z))
sec (arctan (x)) 169. csc (arccos (z)) 170. sin (2 arctan (x))
sin (2 arccos (z)) 172. cos (2arctan (x)) 173. sin(arccos(2z))
. X . x
sin <arccos (g)) 175. cos <arcsm (§>) 176. cos (arctan (3x))
sin(2 arcsin(7x)) 178. sin (2 arcsin <x\3/§>>
cos(2 arcsin(4x)) 180. sec(arctan(2x)) tan(arctan(2x))
sin (arcsin(z) + arccos(x)) 182. cos (arcsin(z) + arctan(z))
. . 1
tan (2 arcsin(z)) 184. sin (2 arctan(x))
) x T ™ . . .
If sin(0) = 5 for 5 < 0 < 5 find an expression for 6 + sin(26) in terms of x.
T T T : 1 L. .
If tan(f) = = for 5 < 0 < 5 find an expression for 59 ~3 sin(20) in terms of .
If sec(f) = % for 0 <6 < g, find an expression for 4tan(f) — 46 in terms of x.

In Exercises 188 - 207, solve the equation using the techniques discussed in Example 10.6.7 then
approximate the solutions which lie in the interval [0, 27) to four decimal places.

188.

191.

194.

197.

200.

7 2
sin(z) = 1 189. cos(z) = 9 190. sin(z) = —0.569
. 359
cos(z) = 0.117 192. sin(z) = 0.008 193. cos(z) = 360
3
tan(x) = 117 195. cot(z) = —12 196. sec(x) = B
90 ) 3
cse(x) = T, 198. tan(z) = —v/10 199. sin(z) = 3
7
cos(zx) = 201. tan(x) = 0.03 202. sin(x) = 0.3502

16
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206.
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sin(z) = —0.721 204. cos(x) = 0.9824 205. cos(x) = —0.5637
() = — 207. tan(z) = —0.6109
cot(a) = 1= . tan(z) = —0.

In Exercises 208 - 210, find the two acute angles in the right triangle whose sides have the given
lengths. Express your answers using degree measure rounded to two decimal places.

208.

211.

212.

213.

214.

215.

3,4 and 5 209. 5, 12 and 13 210. 336, 527 and 625

A guy wire 1000 feet long is attached to the top of a tower. When pulled taut it touches level
ground 360 feet from the base of the tower. What angle does the wire make with the ground?
Express your answer using degree measure rounded to one decimal place.

At Cliffs of Insanity Point, The Great Sasquatch Canyon is 7117 feet deep. From that point,
a fire is seen at a location known to be 10 miles away from the base of the sheer canyon
wall. What angle of depression is made by the line of sight from the canyon edge to the fire?
Express your answer using degree measure rounded to one decimal place.

Shelving is being built at the Utility Muffin Research Library which is to be 14 inches deep.
An 18-inch rod will be attached to the wall and the underside of the shelf at its edge away
from the wall, forming a right triangle under the shelf to support it. What angle, to the
nearest degree, will the rod make with the wall?

A parasailor is being pulled by a boat on Lake Ippizuti. The cable is 300 feet long and the
parasailor is 100 feet above the surface of the water. What is the angle of elevation from the
boat to the parasailor? Express your answer using degree measure rounded to one decimal
place.

A tag-and-release program to study the Sasquatch population of the eponymous Sasquatch
National Park is begun. From a 200 foot tall tower, a ranger spots a Sasquatch lumbering
through the wilderness directly towards the tower. Let 6 denote the angle of depression from
the top of the tower to a point on the ground. If the range of the rifle with a tranquilizer
dart is 300 feet, find the smallest value of 6 for which the corresponding point on the ground
is in range of the rifle. Round your answer to the nearest hundreth of a degree.

In Exercises 216 - 221, rewrite the given function as a sinusoid of the form S(z) = Asin(wz + ¢)
using Exercises 35 and 36 in Section 10.5 for reference. Approximate the value of ¢ (which is in
radians, of course) to four decimal places.

216.

218.

f(z) = 5sin(3z) + 12 cos(3x) 217. f(z) = 3cos(2x) + 4sin(2z)

f(z) = cos(z) — 3sin(z) 219. f(z) = 7sin(10x) — 24 cos(10z)
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220. f(x) = —cos(x) — 2v/2sin(z) 221. f(z) = 2sin(x) — cos(z)
In Exercises 222 - 233, find the domain of the given function. Write your answers in interval
notation.

. 3z —1 . 9
222. f(z) = arcsin(bz) 223. f(x) = arccos 5 224. f(x) = arcsin (227)

1 2z
225. f(xz) = arccos o 226. f(xz) = arctan(4x) 227. f(xz) = arccot o
228. f(x) = arctan(ln(2z — 1)) 229. f(z) = arccot(v/2x — 1) 230. f(z) = arcsec(12x)
3

231. f(x) = arccsc(z + 5) 232. f(z) = arcsec <a;> 233. f(x) = arccsc (e**)

234.

235.

236.

237.

238.

1
Show that arcsec(x) = arccos <> for |z| > 1 as long as we use [0, g) U (g,ﬂ'] as the range
x

of f(x) = arcsec(z).

1
Show that arccsc(x) = arcsin <) for |x| > 1 as long as we use [—g, 0) U (O, g} as the range
T

of f(x) = arccsc(x).

Show that arcsin(x) + arccos(z) = % for -1 < <1.

1
Discuss with your classmates why arcsin <2> # 30°.

Use the following picture and the series of exercises on the next page to show that
arctan(1l) 4+ arctan(2) + arctan(3) = =

)
D(2,3)

A(0,1)

0(0,0) B(1,0) C(2,0)
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(a) Clearly AAOB and ABCD are right triangles because the line through O and A and
the line through C' and D are perpendicular to the z-axis. Use the distance formula to
show that ABAD is also a right triangle (with ZBAD being the right angle) by showing
that the sides of the triangle satisfy the Pythagorean Theorem.

) Use AAOB to show that a = arctan(1)
(c) Use ABAD to show that 8 = arctan(2)

) Use ABCD to show that v = arctan(3)

)

Use the fact that O, B and C all lie on the z-axis to conclude that a + 3+ v = . Thus
arctan(1) + arctan(2) 4 arctan(3) = 7.
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10.6.6 ANSWERS

3 2
1. arcsin (—1) = —g 2. arcsin <—\2[> = —g 3. arcsin (—\g) = —%
1 0 ) . (1 0
4. arcsin (—2> =~% 5. arcsin (0) =0 6. arcsin <2) =35
2
7. arcsin ({) = % 8. arcsin <\g§> = g 9. arcsin (1) = g
2
10. arccos(—1) = 11. arccos —é _om 12. arccos —£ _ 3T
2 6 2 4
1 2 1
13. arccos (—2> = ?ﬂ 14. arccos (0) = g 15. arccos <2> = g
\/§ T \/§ T
16. arccos (2 =7 17. arccos > =% 18. arccos (1) =0
3
19. arctan (—V/3) = . 20. arctan (—1) = — 21. arctan —£ S—
3 4 3 6
3
22. arctan (0) =0 23. arctan ({) = % 24. arctan (1) = %
T om 3m
25. arctan (V/3) = 3 26. arccot (—v/3) = 3 27. arccot (—1) = i
V3 2 T V3 T
28. A ) 29. _T ' Vol T
8. arccot < 3 3 9. arccot (0) 5 30. arccot 3 3
31. arccot (1) = % 32. arccot (V/3) = % 33. arcsec (2) = g
™ ™ 7r
34. arccsc (2) = 6 35. arcsec (v2) = 1 36. arcesc (V2) = 1
2v/3 2v/3
37. arcsec i —_ 38. arccsc —\[ _ 39. arcsec (1) =0
3 6 3 3
T 47 om
40. arccsc (1) = 5 41. arcsec (—2) = 3 42. arcsec (—v/2) = T
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2v/3 7
43. arcsec (— {) = g 44. arcsec(—1) == 45. arcesc (—2) = 767T
2 4
46. arccsc (—v/2) = o 47. arccsc —ﬁ il 48. arcesc (—1) = 3m
4 3 3 2
2 2
49. arcsec (—2) = il 50. arcsec (—v/2) = 3T 51. arcsec —ﬁ _om
3 4 3 6
s s
52. arcsec (—1) = 53. arcesc (—2) = ~8 54. arcesc (—v/2) = ~2
2v/3
95. arccsc ( \3f> = —g 56. arccsc (—1) = 7%
1 1 2 2
57. sin (arcsin <2)> = 5 H&. sin (arcsin (—{)) = _\2[
. . (3 3 . .
59. sin | arcsin )=z 60. sin (arcsin (—0.42)) = —0.42
5 2 2
61. sin (arcsin <4)> is undefined. 62. cos (arccos ({)) = \2[

1 1 5 159
63. cos <arccos <—2>> =3 64. cos (arccos <13>> =33

65. cos (arccos (—0.998)) = —0.998 66. cos (arccos (7)) is undefined.
67. tan (arctan (—1)) = —1 68. tan (arctan (v/3)) = v/3
5 5
69. tan (arctan <12>) =1 70. tan (arctan (0.965)) = 0.965
71. tan (arctan (37)) = 37 72. cot (arccot (1)) =1
7 7
73. cot (arccot (—\/3)) =3 74. cot | arccot | —— = ——
24 24
1 1
75. cot (arccot (—0.001)) = —0.001 76. cot <arccot (T)) = %

77. sec (arcsec (2)) =2 78. sec (arcsec (—1)) = —1
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sec (arcsec (;)) is undefined.

79.

81.

83.

85.

87.

89.
91.
93.

95.

97.

99.

101.

103.

105.
107.
109.

111.

sec (arcsec (1177)) = 117«

2v3\)  2V3
CSC | arccsc —T ——T

csc (arcesc (1.0001)) = 1.0001

arcsin (sm (g)) = %
arcsin | sin <37T>> =T
4 4
arcsin (sm <47r>> _r
3
arccos (cos <2?:T>> 2%
arccos (cos ( 6)) %
arctan (tan (%))
)

82.

o

86.

90.

92.

94.

96.

98.

100.

102.

104.

106.

108.

110.

112.

4.

. arcsin( n

. sec (arcsec (0.75)) is undefined.

2)) = V2

CSC (arccsc

csc (arccsc (?)) is undefined.

) is undefined.
(-3)) -

17
arcsin <s1n (6)

™
CSC (arccsc (Z)
™
3

—_

arctan [ tan

arccos (cos (%)) %

e (22)) -2

e n (22)) =

arctan (tan( )) —%
(tan ( )

arccot (cot (7)) is undefined

e (o ()} =
(5))-%

) is undefined.

arcsec (SGC

(e
(e (3)) -

N—

CSsC

851
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113.

115.

117.

119.

121.

123.

125.

127.

129.

131.

133.

135.

137.

139.

141.

143.

arccsc <

CSC

S
(

arcsec (sec

arcsec

(=%
o (i
(=

arccsc

117

arcsec <se 1

<
(
arcese s (-
(
(2

sin (arccos

sin (arctan (—2)) = _2\5/5
sin (arcesc (—3)) = — 5
cos (arctan (V7)) = \f
cos (arcsec (5)) =

tan (arccos <—;>> =-V3

tan (arccot (12)) = T

N—
‘ =
—

3

114.

116.

118.

120.

122.

124.

126.

128.

130.

132.

134.

136.

138.

140.

142.

144.

FOUNDATIONS OF TRIGONOMETRY

arccsc <CSC < >> z
3
arccsc <CSC (
arccsc | ¢sc gl
8
arcsec ( <
arcsec <SQC ( g)

arccsc <CSC

@\:1

arccsc

)=
(o )
—

arccsc | csc Qi
8
sin ( arccos %
5

sin (arccot (\/5)) =

. ) 12

resin | —— = —

cos | arcs 3 3
3

cos (arccot (3)) = ——

2
tan (arcsm ( ﬁ ) = -2
5
4
3

tan (arcsec

—_

is undefined.
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145.

147.

149.

151.

153.

155.

157.

159.

161. cos

163.

165.

166.

167.

168.

169.

170.

171.

cot (arccos (?)) = \/g
cot (arctan (0.25)) =4
< < 12)) 13
sec | arcsin [ —— =
5
sec | arccot \/—TO = —\/ﬁ
10
AR ]
5)) 3
sin ( arcsin i + )= @
' 13)71)7 26
3 1
tan | arctan(3) + arccos [ —— ==
5 3
. 13 120
sin <2arccsc <5>> =

169

2 arcsin § = l
5)) 25

cos (2arccot (—\/5)) = ;

csc (arcsin

V1i—z2for —1<z<1

sin (arccos (z)) =

cos (arctan (z)) = for all x
1+ 22

tan (arcsin (z)) = — L for-l<az<l1
1— a2

sec (arctan (z)) = V1 + 22 for all =

1

csc (arccos () = ——=for —1 <z <1

1— a2
in (2arctan (z)) = —2~— for all
sin (2arctan () = —5—— forall @

146. cot (arccsc (\/5)) =2
148. sec (arccos <\/§>> = 2—\/5
2 3
150. sec (arctan (10)) = /101
152. csc (arccot (9)) = /82
154. csc <arctan (—2>) = —\/E
3 2
156. cos (arcsec(3) + arctan(2)) =
158. sin ( 2 1 4 24
. sin rcsin [ —— = ——
S arcs : 5%
. 4
160. sin (2arctan (2)) = R
25 527
162. 2 — = ——
62. cos < arcsec ( - >) o5
164, sin (Ctan) _ /5 V5
2 10

sin (2arccos (z)) = 2zv1 — 22 for -1 <z <1

853
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2

172. cos (2arctan (z)) = e for all
173. sin(arccos(2z)) = V1 — 422 for —5 <z <1
/25 — 2
174. sin (arccos (%)) = % for =5 <z <5
VA — 22
175. cos <arcsin (g)) = % for —2<x<2
1
176. cos (arctan (3z)) = ——— for all =
1+ 9z2
1 1
177. sin(2arcsin(7z)) = 1421 — 4922 for N < =
20v/3 — 2
178. sin (2 arcsin (li;)/§>> = % for —vV3 <z <3

1 1
179. cos(2arcsin(4z)) = 1 — 3222 for 1 <z< 1

180. sec(arctan(2z)) tan(arctan(2z)) = 2xv/1 + 42 for all x
181. sin (arcsin(x) 4 arccos(z)) =1 for -1 <z <1

V1= 2 — 2
182. cos (arcsin(z) + arctan(z)) = Vo e —1<a<1

Vit
183. 19 tan (2 arcsin(x)) = @ for z in (—1, —\@) U (—?> f) U (

|

1— 222 2 )
Vzz4+1-1
2V +1
Vaz+1-1

—|——==— forz <0

Va2 +1

forx >0

1
184. sin <2 arctan(x)) =

V4 — x2

185. If sin(f) = g for —~ < § < E, then 6 + sin(26) = arcsin (g) + 5

2 2

1 1 1 7
186. If tan(f) = % for —g <h< g, then 59 - §Sin(29) =3 arctan (%) T2 _f49

10The equivalence for = +1 can be verified independently of the derivation of the formula, but Calculus is required
to fully understand what is happening at those = values. You’ll see what we mean when you work through the details
of the identity for tan(2t). For now, we exclude x = £1 from our answer.
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187. If sec(f) = % for 0 < 6 < = 5" then 4 tan(f) — 46 = V22 — 16 — 4arcsec <§>

188. x = arcsin <171> + 27k or x = m — arcsin <7> + 27k, in [0, 27), = ~ 0.6898, 2.4518

11
2 2 .
189. z = arccos <9> + 27wk or x = — arccos <9> + 27k, in [0, 27), x ~ 1.7949, 4.4883

190. = = 7 + arcsin(0.569) + 27k or x = 27 — arcsin(0.569) + 27k, in [0, 27), = ~ 3.7469, 5.6779
191. x = arccos(0.117) + 27k or = 27 — arccos(0.117) + 27k, in [0,27), = ~ 1.4535, 4.8297
192. z = arcsin(0.008) + 27k or x = 7 — arcsin(0.008) + 27k, in [0, 27), = ~ 0.0080, 3.1336

359 359
193. =z = — 2 =27 —
93. x = arccos ( 36 0) + 27wk or x T — arccos (360

194. z = arctan(117) + 7k, in [0, 27), x ~ 1.56225, 4.70384

> + 27k, in [0, 27), z ~ 0.0746, 6.2086

1
195. = = arctan ( 12) + 7k, in [0, 27), = ~ 3.0585, 6.2000
2 2 .
196. x = arccos 3 + 27wk or x = 27 — arccos 3 + 27k, in [0, 27), x ~ 0.8411, 5.4422

1 1
197. x = m 4+ arcsin (9;) + 27wk or x = 2w — arcsin (9;) + 27k, in [0, 27), x ~ 3.3316, 6.0932

198. x = arctan

V10) + mk, in [0,27), z ~ 1.8771, 5.0187

3 3
199. x = arcsin <8> + 27k or x = m — arcsin <8) + 27k, in [0, 27), x ~ 0.3844, 2.7572

7
200. x = arccos <—> + 27k or x = — arccos <—

7
T ) + 27k, in [0, 27), = ~ 2.0236, 4.2596

16

201. x = arctan(0.03) 4+ 7k, in [0, 27), = ~ 0.0300, 3.1716

202. x = arcsin(0.3502) + 27k or x = m — arcsin(0.3502) + 27k, in [0, 27), = ~ 0.3578, 2.784
203. x = 7+ arcsin(0.721) + 27k or x = 27 — arcsin(0.721) + 27k, in [0, 27), = ~ 3.9468, 5.4780
204. z = arccos(0.9824) 4 27k or x = 27 — arccos(0.9824) + 27k, in [0, 27), x ~ 0.1879, 6.0953
205. x = arccos(—0.5637) + 2wk or x = — arccos(—0.5637) + 27k, in [0, 27), = ~ 2.1697, 4.1135
206. x = arctan(117) + 7k, in [0, 27), = ~ 1.5622, 4.7038

207. x = arctan(—0.6109) + 7k, in [0, 27), = ~ 2.5932, 5.7348
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208. 36.87° and 53.13° 209. 22.62° and 67.38° 210. 32.52° and 57.48°

211. 68.9° 212. 7.7° 213. 51° 214. 19.5° 215. 41.81°

12
216. f(z) = 5sin(3x) + 12 cos(3z) = 13 sin (337 + arcsin (13)> ~ 13sin(3z + 1.1760)

3
217. f(z) = 3cos(2x) + 4sin(2z) = 5sin (2:5 + arcsin (5>> ~ Hsin(2z + 0.6435)

3v10

218. f(x) = cos(x) — 3sin(z) = v/10sin (:p + arccos <—10

>> ~ msin(m + 2.8198)

24
219. f(x) = 7sin(10z) — 24 cos(10z) = 25sin (1037 + arcsin <—25>> ~ 25sin(10z — 1.2870)

1
220. f(x) = —cos(x) — 2v/2sin(z) = 3sin (x + 7 + arcsin (3)) ~ 3sin(z + 3.4814)

221. f(z) = 2sin(x) — cos(z) = v/5sin <x + arcsin (—?)) ~ /5 sin(z — 0.4636)
11 1
9292. [—5, 5} 9293. {—3, 1]
224, [—\f \f] 225. (—o0, —/5] U [-v/3, /3] U [V/5, 00)
926. (—00, 00) 227. (—00,—3) U (=3,3) U (3, 0)
998. (;oo> 999. B oo)
230. (—oo,—112] U {112,oo> 231. (—o0,—6] U [—4,0)

232. (—o0,—2]U[2,00) 233. [0, 00)
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10.7 TRIGONOMETRIC EQUATIONS AND INEQUALITIES

In Sections 10.2, 10.3 and most recently 10.6, we solved some basic equations involving the trigono-
metric functions. Below we summarize the techniques we’ve employed thus far. Note that we use
the neutral letter ‘v’ as the argument® of each circular function for generality.

Strategies for Solving Basic Equations Involving Trigonometric Functions

e To solve cos(u) = c or sin(u) = ¢ for —1 < ¢ < 1, first solve for u in the interval [0, 27) and
add integer multiples of the period 27. If ¢ < —1 or of ¢ > 1, there are no real solutions.

e To solve sec(u) = cor csc(u) = ¢ for ¢ < —1 or ¢ > 1, convert to cosine or sine, respectively,
and solve as above. If —1 < ¢ < 1, there are no real solutions.

e To solve tan(u) = ¢ for any real number ¢, first solve for u in the interval (—%, g) and add
integer multiples of the period 7.

e To solve cot(u) = ¢ for ¢ # 0, convert to tangent and solve as above. If ¢ = 0, the solution
to cot(u) = 0 is u = § + 7k for integers k.

Using the above guidelines, we can comfortably solve sin(x) = % and find the solution x = § + 27k
or r = %’r + 27k for integers k. How do we solve something like sin(3x) = %? Since this equation
has the form sin(u) = 3, we know the solutions take the form u = I + 27k or u = 2F + 27k for
integers k. Since the argument of sine here is 3z, we have 3x = & + 27k or 3z = %” + 27k for
integers k. To solve for z, we divide both sides? of these equations by 3, and obtain z = 15+ %’rk

or r = %r + %’Tk‘ for integers k. This is the technique employed in the example below.

Example 10.7.1. Solve the following equations and check your answers analytically. List the
solutions which lie in the interval [0,27) and verify them using a graphing utility.

1. cos(2z) = —@ 2. csc (3o —m)=V2 3. cot (3x) =0
4. sec’(z) =4 5. tan (%) = -3 6. sin(2z) = 0.87
Solution.
1. The solutions to cos(u) = —@ are u = ‘%’T + 21k or u = %r + 27k for integers k. Since

the argument of cosine here is 2z, this means 2z = %r + 27k or 2z = %r + 27k for integers
k. Solving for z gives z = %r + 7k or x = % + mk for integers k. To check these answers
analytically, we substitute them into the original equation. For any integer k& we have

oS (2 [%r + ﬂ'k‘]) = cos (%’r + 271'/{7)
= cos (2F) (the period of cosine is 27)

!See the comments at the beginning of Section 10.5 for a review of this concept.
2Don’t forget to divide the 27wk by 3 as well!
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Similarly, we find cos (2 [%T —i-Trk]) = cos (%r + 27rk) = cos (%r) = —@. To determine
which of our solutions lie in [0,27), we substitute integer values for k. The solutions we

keep come from the values of Kk = 0 and k = 1 and are z = %, %r, 117—2” and 119—2”. Using a
calculator, we graph y = cos(2z) and y = —§ over [0,27) and examine where these two

graphs intersect. We see that the z-coordinates of the intersection points correspond to the
decimal representations of our exact answers.

. Since this equation has the form csc(u) = /2, we rewrite this as sin(u) = %2 and find

2
u=7+2nkoru= %TW + 27k for integers k. Since the argument of cosecant here is (%1‘ — 7T),

1 T 1 3T
59:—77—14—271'1{: or ga:—ﬂ—z—f—%'k

To solve %x —m =7 + 27k, we first add 7 to both sides

1 2
ST =—+2rk+m

3 4
A common error is to treat the 2wk’ and ‘7w’ terms as ‘like’ terms and try to combine them

when they are not.?> We can, however, combine the ‘7’ and ‘4 terms to get

1 b5m
x="42r
3x 4 k

We now finish by multiplying both sides by 3 to get

T 157

Solving the other equation, %x -7 = %Tﬂ + 27wk produces r = Q}T” + 67k for integers k. To
check the first family of answers, we substitute, combine line terms, and simplify.

csc (% [15’7“ + 67rk] — 7r) = csc (%’r + 27k — 7r)
= csc(f +2mk)
= csc (%) (the period of cosecant is 27)

N

The family z = Q}T” + 67k checks similarly. Despite having infinitely many solutions, we find
that none of them lie in [0,27). To verify this graphically, we use a reciprocal identity to

rewrite the cosecant as a sine and we find that y = m and y = v/2 do not intersect at
3

all over the interval [0, 27).

3Do you see why?
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VAN
AVARV,

y =cos(2z) and y = —

43

_ 1 —
y= sin(lm—ﬂ) and y= \/5

3

3. Since cot(3x) = 0 has the form cot(u) = 0, we know u = § + 7k, so, in this case, 3z = § + 7k
for integers k. Solving for z yields x = § + §k. Checking our answers, we get

cot (3 [% + %k}) = cot (
= cot(
=0

+ 7Tk:)
) (the period of cotangent is )

S ERNTE

As k runs through the integers, we obtain six answers, corresponding to k = 0 through k = 5,

which lie in [0,27): 2 = §, 7, 5ér , 7gr ) 327T and 11” . To confirm these graphically, we must be

careful. On many calculators, there is no functlon button for cotangent. We choose* to use
the quotient identity cot(3z) = :?;g’g Graphing y = Z?;g’g and y = 0 (the z-axis), we see
that the xz-coordinates of the intersection points approximately match our solutions.

4. The complication in solving an equation like sec?(x) = 4 comes not from the argument of
secant, which is just x, but rather, the fact the secant is being squared. To get this equation
to look like one of the forms listed on page 857, we extract square roots to get sec(x) = £2.

Converting to cosines, we have cos(z) = +i. For cos(z) = 1, we get z =  + 27k or
T = %” + 27k for integers k. For cos(z) = —%, we get © = %” + 27k or z = 4?” + 27k for

integers k. If we take a step back and think of these families of solutions geometrically, we
see we are finding the measures of all angles with a reference angle of 3. As a result, these
solutions can be combined and we may write our solutions as * = § + 7k and x = %’T + 7k
for integers k. To check the first family of solutions, we note that, depending on the integer
k, sec (% + Fk) doesn’t always equal sec (%) However, it is true that for all integers k,
sec (% + wk) = £sec (5) = +2. (Can you show this?) As a result,

secz(%+7rk) = (isec(g))
= ( 2)?

The same holds for the family © = 2 + k. The solutions which lie in [0,27) come from

the values k = 0 and k = 1, namely » = %, %”, %’T and %’r To confirm graphically, we use
4The reader is encouraged to see what happens if we had chosen the reciprocal identity cot(3x) = m instead.

The graph on the calculator appears identical, but what happens when you try to find the intersection points?
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a reciprocal identity to rewrite the secant as cosine. The z-coordinates of the intersection

AVAN

points of y = (cos(2))? and y = 4 verify our answers.
_ 1

vy= sin(3§) and y =0 vy= cos?(x) and y = 4

= —3 has the form tan(u) = —3, whose solution is v = arctan(—3) + k.
= arctan(—3) + 7k, so x = 2arctan(—3) + 27k for integers k. To check, we note

T

Hence, §

tan ( 2 arctan(—3)+27k )

5 = tan (arctan(—3) + k)

= tan (arctan(—3)) (the period of tangent is )
= -3 (See Theorem 10.27)

To determine which of our answers lie in the interval [0,27), we first need to get an idea of
the value of 2arctan(—3). While we could easily find an approximation using a calculator,
we proceed analytically. Since —3 < 0, it follows that —% < arctan(—3) < 0. Multiplying
through by 2 gives —m < 2arctan(—3) < 0. We are now in a position to argue which of the
solutions x = 2arctan(—3) + 2rk lie in [0,27). For k = 0, we get x = 2arctan(—3) < 0,
so we discard this answer and all answers © = 2arctan(—3) + 2wk where & < 0. Next, we
turn our attention to £ = 1 and get # = 2arctan(—3) + 27. Starting with the inequality
—m < 2arctan(—3) < 0, we add 27 and get m < 2arctan(—3) + 27 < 27. This means
x = 2arctan(—3) + 27 lies in [0, 27). Advancing k to 2 produces x = 2 arctan(—3) +4m. Once
again, we get from —m < 2arctan(—3) < 0 that 37 < 2arctan(—3) 4+ 47 < 4m. Since this is
outside the interval [0,27), we discard x = 2arctan(—3) + 47 and all solutions of the form
x = 2arctan(—3) + 27k for k > 2. Graphically, we see y = tan (%) and y = —3 intersect only
once on [0,27) at x = 2arctan(—3) 4+ 27 &~ 3.7851.

. To solve sin(2z) = 0.87, we first note that it has the form sin(u) = 0.87, which has the family

of solutions u = arcsin(0.87) + 27k or u = 7w — arcsin(0.87) + 2xk for integers k. Since the
argument of sine here is 2z, we get 2z = arcsin(0.87) 4+ 27k or 2z = 7m — arcsin(0.87) + 27k

which gives x = £ arcsin(0.87) + 7k or « = § — 1 arcsin(0.87) + wk for integers k. To check,

5Your instructor will let you know if you should abandon the analytic route at this point and use your calculator.
But seriously, what fun would that be?
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sin (2 [ arcsin(0.87) + mk]) = sin (arcsin(0.87) + 27k)
= sin (arcsin(0.87)) (the period of sine is 2m)
= 0.87 (See Theorem 10.26)

For the family z = Z — £ arcsin(0.87) + 7k , we get

sin (2[5 — § arcsin(0.87) + 7k]) = sin (7 — arcsin(0.87) + 27k)
= sin (7 — arcsin(0.87)) (the period of sine is 2m)
= sin (arcsin(0.87)) (sin(m — t) = sin(t))
= 0.87 (See Theorem 10.26)

To determine which of these solutions lie in [0, 27), we first need to get an idea of the value
of x = %aresin(0.87). Once again, we could use the calculator, but we adopt an analytic
route here. By definition, 0 < arcsin(0.87) < § so that multiplying through by % gives us
0 < % arcsin(0.87) < F. Starting with the family of solutions = =  arcsin(0.87) + 7k, we use
the same kind of arguments as in our solution to number 5 above and find only the solutions

corresponding to k = 0 and k = 1 lie in [0, 27): z = J arcsin(0.87) and z = 3 arcsin(0.87) + .

Next, we move to the family z = Z — % arcsin(0.87) + 7k for integers k. Here, we need to
get a better estimate of Z — I arcsin(0.87). From the inequality 0 < 3 arcsin(0.87) < I,

s 1 s

we first multiply through by —1 and then add 7 to get § > 7 — 5 arcsin(0.87) > 7, or
1<5— % arcsin(0.87) < 5. Proceeding with the usual arguments, we find the only solutions
which lie in [0,27) correspond to k = 0 and k = 1, namely z = § — L arcsin(0.87) and
x = 3% — Larcsin(0.87). All told, we have found four solutions to sin(2z) = 0.87 in [0, 27):
x = §arcsin(0.87), z = £ arcsin(0.87) + 7, z = T — L arcsin(0.87) and z = 3T — 1 arcsin(0.87).
By graphing y = sin(2x) and y = 0.87, we confirm our results.

el - =
ANFANE
VARY,

Y= tan( ) and y = —3 y = sin(2z) and y = 0.87 O

IR
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Each of the problems in Example 10.7.1 featured one trigonometric function. If an equation involves
two different trigonometric functions or if the equation contains the same trigonometric function
but with different arguments, we will need to use identities and Algebra to reduce the equation to
the same form as those given on page 857.

Example 10.7.2. Solve the following equations and list the solutions which lie in the interval
[0,27). Verify your solutions on [0, 27) graphically.

1. 3sind(z) = sin?(x) 2. sec’(z) = tan(z) + 3

3. cos(2z) = 3cos(z) — 2 4. cos(3z) = 2 — cos(z)

5. cos(3x) = cos(5x) 6. sin(2z) = v/3 cos(x)

7. sin(z) cos (§) + cos(z) sin (§) =1 8. cos(z) — V3sin(z) =2
Solution.

1. We resist the temptation to divide both sides of 3sin®(x) = sin?(z) by sin?(z) (What goes
wrong if you do?) and instead gather all of the terms to one side of the equation and factor.

3sin®(z) = sin?(x)
3sind(z) —sin?(z) = 0
sin?(z)(3sin(z) —1) = 0 Factor out sin?(x) from both terms.

We get sin?(z) = 0 or 3sin(z) — 1 = 0. Solving for sin(z), we find sin(z) = 0 or sin(z) = 3.
The solution to the first equation is * = 7k, with x = 0 and # = 7 being the two solutions
which lie in [0, 27). To solve sin(z) = %, we use the arcsine function to get z = arcsin () +27k
or x = m — arcsin (1) + 27k for integers k. We find the two solutions here which lie in [0, 2)
to be x = arcsin (%) and z = m — arcsin (%) To check graphically, we plot y = 3(sin(z))? and
y = (sin(z))? and find the z-coordinates of the intersection points of these two curves. Some
extra zooming is required near x = 0 and x = 7 to verify that these two curves do in fact

intersect four times.%

2. Analysis of sec?(z) = tan(x) + 3 reveals two different trigonometric functions, so an identity
is in order. Since sec?(z) = 1 + tan?(z), we get

sec’(z) = tan(z)+3
1+tan?(x) = tan(z)+3 (Since sec?(z) =1+ tan?(z).)
tan?(z) — tan(z) —2 = 0
w—u—-2 = 0 Let u = tan(z).

(u+1)w-2) = 0

SNote that we are not counting the point (2m,0) in our solution set since & = 27 is not in the interval [0,27). In
the forthcoming solutions, remember that while x = 27 may be a solution to the equation, it isn’t counted among
the solutions in [0, 27).
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This gives u = —1 or u = 2. Since u = tan(z), we have tan(z) = —1 or tan(z) = 2. From
tan(z) = —1, we get x = —7 + 7wk for integers k. To solve tan(x) = 2, we employ the
arctangent function and get x = arctan(2) 4+ 7k for integers k. From the first set of solutions,

we get © = ?ﬁf and ¢ = %’r as our answers which lie in [0, 27r). Using the same sort of argument

we saw in Example 10.7.1, we get x = arctan(2) and = = 7 + arctan(2) as answers from our
second set of solutions which lie in [0, 27). Using a reciprocal identity, we rewrite the secant
IE and y = tan(z) + 3 to find the z-values of the points where

as a cosine and graph y = W

they intersect.

1
y = 3(sin(x))? and y = (sin(x))? Y= (Cos%m))2 and y = tan(x) + 3

3. In the equation cos(2z) = 3 cos(x) — 2, we have the same circular function, namely cosine, on
both sides but the arguments differ. Using the identity cos(2x) = 2cos?(z) — 1, we obtain a
‘quadratic in disguise’ and proceed as we have done in the past.

cos(2x) = 3cos(xz)—2
2cos?(r) —1 = 3cos(w) —2 (Since cos(2z) = 2cos?(x) — 1.)
2 cos?(x) — 3cos(x) + 1 0
2u? — 3u+1 0 Let u = cos(z).
2u—1)(u—1) = 0

This gives u = 3 or u = 1. Since u = cos(z), we get cos(z) = % or cos(z) = 1. Solving

cos(z) = 1, we get @ = g+ 2tk orx = %” + 27k for integers k. From cos(z) = 1, we get

x = 2rk for integers k. The answers which lie in [0,27) are x = 0, §, and %’T Graphing
y = cos(2x) and y = 3 cos(x) — 2, we find, after a little extra effort, that the curves intersect

in three places on [0, 27), and the a-coordinates of these points confirm our results.

4. To solve cos(3z) = 2 — cos(x), we use the same technique as in the previous problem. From
Example 10.4.3, number 4, we know that cos(3x) = 4 cos®(z) — 3 cos(x). This transforms the
equation into a polynomial in terms of cos(z).

cos(3x) = 2— cos(x)
4cos®(x) — 3cos(z) = 2— cos(x)
2cos?(z) —2cos(z) —2 = 0

du —2u—-2 = 0 Let u = cos(z).
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To solve 4u3 — 2u — 2 = 0, we need the techniques in Chapter 3 to factor 4u® — 2u — 2 into
(u—1) (4u? + 4u + 2). We get either u—1 = 0 or 4u®+2u+2 = 0, and since the discriminant
of the latter is negative, the only real solution to 4u® —2u —2 = 0 is u = 1. Since u = cos(z),
we get cos(z) = 1, so x = 2wk for integers k. The only solution which lies in [0,27) is = 0.
Graphing y = cos(3x) and y = 2 — cos(z) on the same set of axes over [0, 27) shows that the
graphs intersect at what appears to be (0, 1), as required.

e W N

WANAWY,
Y Y

y = cos(2z) and y = 3 cos(x) — 2 y = cos(3z) and y = 2 — cos(x)

5. While we could approach cos(3z) = cos(5x) in the same manner as we did the previous two
problems, we choose instead to showcase the utility of the Sum to Product Identities. From
cos(3z) = cos(bx), we get cos(bz) — cos(3z) = 0, and it is the presence of 0 on the right
hand side that indicates a switch to a product would be a good move.” Using Theorem 10.21,
we have that cos(5z) — cos(3z) = —2sin (22332) sin (22532) = —2sin(4z)sin(z). Hence,
the equation cos(5zx) = cos(3z) is equivalent to —2sin(4z)sin(z) = 0. From this, we get
sin(4x) = 0 or sin(x) = 0. Solving sin(4x) = 0 gives 2 = Tk for integers k, and the solution
to sin(z) = 0 is © = 7k for integers k. The second set of solutions is contained in the first set
of solutions,® so our final solution to cos(5z) = cos(3x) is z = Tk for integers k. There are
eight of these answers which lie in [0,27): 2 =0, T, 7, 3@{, m, 5I7 37 and 7“ . Our plot of the
graphs of y = cos(3x) and y = cos(5z) below (after some careful zoommg) bears this out.

6. In examining the equation sin(2x) = v/3 cos(z), not only do we have different circular func-
tions involved, namely sine and cosine, we also have different arguments to contend with,
namely 2z and x. Using the identity sin(2z) = 2sin(x) cos(x) makes all of the arguments the

same and we proceed as we would solving any nonlinear equation — gather all of the nonzero
terms on one side of the equation and factor.

sin(2z) = V/3cos(x)
2sin(z )cosgxg = /3cos(z) (Since sin(2z) = 2sin(z) cos(z).)
3)

2sin(z) cos(z) — v/3 cos(z 0
cos(z)(2sin(z) —v3) = 0

from which we get cos(z) = 0 or sin(z) = ‘[ From cos( ) = 0, we obtain x = § + 7k for

V3

integers k. From sin(z) = %5°,

we get x = 2k or x = ? T + 27k for integers k. The answers

w\:\

"As always, experience is the greatest teacher here!
8 As always, when in doubt, write it out!
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which lie in [0,27) are 2 = %, 3T, T and %*. We graph y = sin(2z) and y = v/3 cos(z) and,

after some careful zooming, verify our answers.

y = cos(3x) and y = cos(5x) y = sin(2z) and y = v/3 cos(x)

7. Unlike the previous problem, there seems to be no quick way to get the circular functions or
their arguments to match in the equation sin(z) cos (§) + cos(z) sin (¥) = 1. If we stare at
it long enough, however, we realize that the left hand side is the expanded form of the sum
formula for sin (x + %) Hence, our original equation is equivalent to sin (%x) =1. Solvir;g,

™ Y

we find z = § + 4{1@ for integers k. Two of these solutions lie in [0,27): x = § and x = <.

Graphing y = sin(z) cos (£) + cos(z) sin (£) and y = 1 validates our solutions.

8. With the absence of double angles or squares, there doesn’t seem to be much we can do.
However, since the arguments of the cosine and sine are the same, we can rewrite the left
hand side of this equation as a sinusoid.” To fit f(z) = cos(x) — v/3sin(z) to the form
Asin(wt + ¢) + B, we use what we learned in Example 10.5.3 and find A =2, B=0,w =1
and ¢ = 2Z. Hence, we can rewrite the equation cos(z) — v/3sin(z) = 2 as 2sin (z + 2F) = 2,
or sin (:U + %r) = 1. Solving the latter, we get ¥ = —% + 27k for integers k. Only one of

these solutions, x = %”, which corresponds to k = 1, lies in [0,27). Geometrically, we see

that y = cos(x) — v/3sin(x) and y = 2 intersect just once, supporting our answer.

AN A
N

y = sin(z) cos (%) + cos(z)sin (%) and y = 1 y = cos(z) — v/3sin(z) and y = 2

We repeat here the advice given when solving systems of nonlinear equations in section 8.7 — when
it comes to solving equations involving the trigonometric functions, it helps to just try something.

9We are essentially ‘undoing’ the sum / difference formula for cosine or sine, depending on which form we use, so
this problem is actually closely related to the previous one!
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Next, we focus on solving inequalities involving the trigonometric functions. Since these functions
are continuous on their domains, we may use the sign diagram technique we’ve used in the past to
solve the inequalities.'”

Example 10.7.3. Solve the following inequalities on [0, 27). Express your answers using interval
notation and verify your answers graphically.

1. 2sin(z) <1 2. sin(2x) > cos(x) 3. tan(z) > 3
Solution.

1. We begin solving 2sin(x) < 1 by collecting all of the terms on one side of the equation and
zero on the other to get 2sin(z) — 1 < 0. Next, we let f(x) = 2sin(z) — 1 and note that our
original inequality is equivalent to solving f(z) < 0. We now look to see where, if ever, f is
undefined and where f(x) = 0. Since the domain of f is all real numbers, we can immediately

set about finding the zeros of f. Solving f(z) = 0, we have 2sin(z) — 1 = 0 or sin(z) = 3.

The solutions here are z = § + 27k and x = %” + 27k for integers k. Since we are restricting
our attention to [0,27), only z = gand z = %’r are of concern to us. Next, we choose test
values in [0,27) other than the zeros and determine if f is positive or negative there. For
r = 0 we have f(0) = —1, for z = § we get f (%) =1 and for x = 7 we get f(m) = —1.
Since our original inequality is equivalent to f(x) < 0, we are looking for where the function
is negative (—) or 0, and we get the intervals [0, %] U [%”, 277). We can confirm our answer

graphically by seeing where the graph of y = 2sin(z) crosses or is below the graph of y = 1.

N
AN

—~
L
)
—~
_|._
SN—
)
—~
L

(]
SRR
oS

;3

y =2sin(z) and y = 1

2. We first rewrite sin(2z) > cos(z) as sin(2x) — cos(z) > 0 and let f(z) = sin(2z) — cos(x).
Our original inequality is thus equivalent to f(x) > 0. The domain of f is all real numbers,
so we can advance to finding the zeros of f. Setting f(x) = 0 yields sin(2z) — cos(xz) = 0,

which, by way of the double angle identity for sine, becomes 2 sin(z) cos(x) — cos(z) = 0 or

cos(z)(2sin(x)—1) = 0. From cos(x) = 0, we get = 5 +k for integers k of which only z = 5
and z = 27 lie in [0, 2). For 2sin(z) — 1 =0, we get sin(z) = § which gives = T + 27k or
T = %’r + 27k for integers k. Of those, only x = & and z = %’r lie in [0, 27). Next, we choose

10Gee page 214, Example 3.1.5, page 321, page 399, Example 6.3.2 and Example 6.4.2 for discussion of this technique.
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our test values. For z = 0 we find f(0) = —1; when z =  we get f (%) = = 2_2‘/5;
for x = 3—” we get f (f) =—-1+ @ = ‘/52*2; when = = 7 we have f(m)

=1, and lastly, for
u (3

x—ﬁwegetf( )z—l—?z%ﬁ. We see f(x) > 0 on (%,g) 6 2“) so this is
our answer. We can use the calculator to check that the graph of y = sin(2z) is indeed above

the graph of y = cos(z) on those intervals.

[a)
SE]
SIE]
oIt
ol

'y

y = sin(2z) and y = cos(x)

3. Proceeding as in the last two problems, we rewrite tan(x) > 3 as tan(z) —3 > 0 and let
f(z) = tan(z) — 3. We note that on [0,27), f is undefined at # = % and 2F, so those
values will need the usual disclaimer on the sign diagram.!! Moving along to zeros, solving
f(z) = tan(z) — 3 = 0 requires the arctangent function. We find = = arctan(3) + 7k for
integers k and of these, only x = arctan(3) and x = arctan(3) + 7 lie in [0,27). Since
3 > 0, we know 0 < arctan(3) < § which allows us to position these zeros correctly on the
sign diagram. To choose test values, we begin with z = 0 and find f(0) = —3. Finding a
convenient test value in the interval (arctan(3), %) is a bit more challenging. Keep in mind
that the arctangent function is increasing and is bounded above by 7. This means that
the number = arctan(117) is guaranteed!? to lie between arctan(3) and 5. We see that
f(arctan(117)) = tan(arctan(117)) — 3 = 114. For our next test value, we take x = 7 and
find f(7) = —3. To find our next test value, we note that since arctan(3) < arctan(117) < 7,
it follows'® that arctan(3) + m < arctan(117) + = < 2F. Evaluating f at = = arctan(117) + =
yields f(arctan(117) + m) = tan(arctan(117) + 7) — 3 = tan(arctan(117)) — 3 = 114. We
choose our last test value to be z = ‘T and find f (7“) —4. Since we want f(z) > 0, we

see that our answer is [arctan(3), %) U [arctan(3) 4+ m, 2T). Using the graphs of y = tan(z)

ve

and y = 3, we see when the graph of the former is abo (or meets) the graph of the latter.

1See page 321 for a discussion of the non-standard character known as the interrobang.
12We could have chosen any value arctan(t) where > 3.
3...by adding 7 through the inequality . ..
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| |
N

(5) 0 () 1 () 0 (+) 1 ()

0 arctan(3) g (arctan(3) + m) 377( 2m

y =tan(z) and y = 3
U

Our next example puts solving equations and inequalities to good use — finding domains of functions.

Example 10.7.4. Express the domain of the following functions using extended interval notation.'*

1. f(z) =csc(2z+ %) 2. f(z) = sin(x) 3. f(x) = /1 —cot(x)

~ 2cos(x) — 1
Solution.

1. To find the domain of f(z) = csc (22 4 ), we rewrite f in terms of sine as f(z) = m
Since the sine function is defined everywhere, our only concern comes from zeros in the denom-
inator. Solving sin (2m + %) =0, we get x = —§ + Sk for integers k. In set-builder notation,
our domain is {x rx # —§ + gk for integers k:} To help visualize the domain, we follow the
old mantra ‘When in doubt, write it out!” We get {1‘ tx # —%,%,—%,%,—%,%,...},
where we have kept the denominators 6 throughout to help see the pattern. Graphing the
situation on a numberline, we have

O O O O=p
7t _4n  _T  2¢  5r  8r
6 6 6 6 6 6

Proceeding as we did on page 756 in Section 10.3.1, we let z, denote the kth number excluded
from the domain and we have z, = —¢ + 5k = @ for integers k. The intervals which

comprise the domain are of the form (z,,2,,,) = (@, @) as k runs through the

integers. Using extended interval notation, we have that the domain is

D ((3k ; 1)7r’ (3k Jg 2)7r>

k=—o00

We can check our answer by substituting in values of k to see that it matches our diagram.

14Gee page 756 for details about this notation.
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2. Since the domains of sin(z) and cos(z) are all real numbers, the only concern when finding

the domain of f(z) = % is division by zero so we set the denominator equal to zero and

solve. From 2 cos(z)—1 = 0 we get cos(z) = 1 so that x = Z+2rk or z = 3% +27k for integers
k. Using set-builder notation, the domain is {a: rx # 5§+ 2rkandx # %ﬂ + 27k for integers k:},

or {m (£ :l:%,:l:%’r,:t%”,:l:%”, .. .}, so we have

«O O O O—>
_1I17r _’7Il _5Il _iﬂ IE 5ITr 7;71' 1I17r
3 3 3 3 3 3 3 3

Unlike the previous example, we have two different families of points to consider, and we
present two ways of dealing with this kind of situation. One way is to generalize what we
did in the previous example and use the formulas we found in our domain work to describe
the intervals. To that end, we let a, = % + 27k = @ and b, = %” + 27k = M for
integers k. The goal now is to write the domain in terms of the a’s an b’s. We find a, = %,

_ 7 _ _5 _ 13 _ 1 _ 5 _ 11 _ _ 17
a; = ?ﬂa a_, = _%a Ay = 37r’ A_y = — 37r’ b() - ?ﬂ—a bl - 37r7 bfl - _§7 bQ - 37T and
b_, = —%’r. Hence, in terms of the a’s and b’s, our domain is

co(agyby) U (b_g,a_y)U(a_y,b 1)U (b_y,a0) U (ag,by) U (by,a,) U (a;,b)U...

If we group these intervals in pairs, (a_,,b_,)U(b_y,a_y), (a_y,b_1)U(b_1, a0), (ag, be)U(bo, ay)
and so forth, we see a pattern emerge of the form (ay,by) U (by, ay 1) for integers k so that
our domain can be written as

U (akabk)u(bk’ak+l): U 3 ) 3 3 s 3

k=—o0 k=—o0

> . <(6k:+1)7r (6k+5)7f>u<(6k‘+5)77 (6k+7)7f>

A second approach to the problem exploits the periodic nature of f. Since cos(x) and sin(x)
have period 27, it’s not too difficult to show the function f repeats itself every 27 units.'®
This means if we can find a formula for the domain on an interval of length 27, we can express

the entire domain by translating our answer left and right on the z-axis by adding integer

multiples of 2. One such interval that arises from our domain work is [%, %’T] The portion

of the domain here is (%, %”) U (E’g—“, %’r) Adding integer multiples of 27, we get the family of
intervals (g + 27k, 5{ + 27rl<:) U (% + 27k, %r + 27rk) for integers k. We leave it to the reader
to show that getting common denominators leads to our previous answer.

'5This doesn’t necessarily mean the period of f is 2w. The tangent function is comprised of cos(x) and sin(z), but
its period is half theirs. The reader is invited to investigate the period of f.
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3. To find the domain of f(x) = /1 — cot(x), we first note that, due to the presence of the

cot(z) term, x # 7wk for integers k. Next, we recall that for the square root to be defined, we
need 1—cot(x) > 0. Unlike the inequalities we solved in Example 10.7.3, we are not restricted
here to a given interval. Our strategy is to solve this inequality over (0,7) (the same interval
which generates a fundamental cycle of cotangent) and then add integer multiples of the
period, in this case, m. We let g(z) = 1 — cot(z) and set about making a sign diagram for ¢
over the interval (0,7) to find where g(z) > 0. We note that g is undefined for z = 7k for
integers k, in particular, at the endpoints of our interval x = 0 and x = w. Next, we look
for the zeros of g. Solving g(x) = 0, we get cot(x) = 1 or x = § + 7k for integers k and

only one of these, x = 7, lies in (0, 7). Choosing the test values x = ¢ and z = 7, we get

9(§) =1-v3andg(3) =1.

(=)

0

o

(+) *

™

IR

We find g(x) > 0 on [” 7T). Adding multiples of the period we get our solution to consist of

)
the intervals [% + 7k, T+ wk) = [(4’“11)”, (k+ 1)77). Using extended interval notation, we

express our final answer as

D [(4’“ u DLy 1)7r>

k=—00

O]

We close this section with an example which demonstrates how to solve equations and inequalities
involving the inverse trigonometric functions.

Example 10.7.5. Solve the following equations and inequalities analytically. Check your answers
using a graphing utility.

1. arcsin(2z) = % 2. 4arccos(z) —3m =0
3. 3arcsec(2x — 1)+ 7 =2r 4. 4arctan®(x) — 3marctan(z) — 72 =0
5. m2 — darccos?(z) < 0 6. 4arccot(3z) > 7
Solution.
1. To solve arcsin(2z) = %, we first note that § is in the range of the arcsine function (so a

solution exists!) Next, we exploit the inverse property of sine and arcsine from Theorem 10.26
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arcsin(2z) = 7%
sin (arcsin(2z)) = sin (%)
20 = § Since sin(arcsin(u)) = u
p =

S

Graphing y = arcsin(2x) and the horizontal line y = %, we see they intersect at T?’ ~ 0.4430.

us
3

2. Our first step in solving 4 arccos(z) — 3w = 0 is to isolate the arccosine. Doing so, we get

arccos(z) = %”. Since ?jf is in the range of arccosine, we may apply Theorem 10.26
} _  3m
arccos(r) = °f
cos (arccos(z)) = cos (2F)
r = —@ Since cos(arccos(u)) = u

The calculator confirms y = 4 arccos(z) — 37 crosses y = 0 (the z-axis) at —@ ~ —0.7071.

— RN

InkeFseckion InteFseckion |
a=bEz0lzE?  IV=1.0471976 A= A0 10el 1Y=0
y = arcsin(2r) and y = 3 y = 4arccos(z) — 37
3. From 3arcsec(2rx — 1) +m = 2w, we get arcsec(2z — 1) = 5. As we saw in Section 10.6,

there are two possible ranges for the arcsecant function. Fortunately, both ranges contain 3.
Applying Theorem 10.28 / 10.29, we get

arcsec(2r —1) = %
sec(arcsec(2z — 1)) = sec ()
20—1 = 2 Since sec(arcsec(u)) = u
. =

To check using our calculator, we need to graph y = 3arcsec(2x — 1) + w. To do so, we make
use of the identity arcsec(u) = arccos (%) from Theorems 10.28 and 10.29.'6 We see the graph
of y = 3arccos (ﬁ) + 7 and the horizontal line y = 27 intersect at % = 1.5.

16Since we are checking for solutions where arcsecant is positive, we know u = 2z — 1 > 1, and so the identity
applies in both cases.
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4. With the presence of both arctan?(x) ( = (arctan(z))?) and arctan(z), we substitute u =

arctan(r). The equation 4 arctan?(z) — 37 arctan(x) — 72 = 0 becomes 4u? — 37u — 72 = 0.
Factoring,'” we get (4u+ 7)(u—7) =0, so u = arctan(z) = —% or u = arctan(z) = 7. Since
—7 is in the range of arctangent, but 7 is not, we only get solutions from the first equation.
Using Theorem 10.27, we get

arctan(z) = —7
tan(arctan(z)) = tan(—7)
x = —1 Since tan(arctan(u)) = u.

The calculator verifies our result.

el

IEttFEEEtiﬁI‘I IE':_EFEEE“IIII'I

n=1.K .4 ¥=R.zBZ1BEZ: .| n="1 I I¥=n
y = 3arcsec(2x — 1) + 7 and y = 27 y = 4arctan®(z) — 37 arctan(z) — 72

5. Since the inverse trigonometric functions are continuous on their domains, we can solve in-

equalities featuring these functions using sign diagrams. Since all of the nonzero terms of
72 — darccos?(z) < 0 are on one side of the inequality, we let f(x) = 7% — 4arccos?(x) and
note the domain of f is limited by the arccos(z) to [—1,1]. Next, we find the zeros of f by set-
ting f(x) = m% —4arccos?(z) = 0. We get arccos(z) = £%, and since the range of arccosine is
[0, 7], we focus our attention on arccos(x) = 5. Using Theorem 10.26, we get 2 = cos (g) =0
as our only zero. Hence, we have two test intervals, [—1,0) and (0,1]. Choosing test values
r = +1, we get f(—1) = =372 < 0 and f(1) = 72 > 0. Since we are looking for where
f(z) = 7 — darccos®(z) < 0, our answer is [—1,0). The calculator confirms that for these
values of x, the graph of y = 72 — 4arccos?(x) is below y = 0 (the z-axis.)

1"Tt’s not as bad as it looks... don’t let the 7 throw you!
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y = w2 — 4arccos?(x)

6. To begin, we rewrite 4 arccot(3z) > 7 as 4 arccot(3xz) —m > 0. We let f(x) = 4 arccot(3x) —,
and note the domain of f is all real numbers, (—o0,00). To find the zeros of f, we set
f(x) = 4arccot(3z) —m = 0 and solve. We get arccot(3xz) = 7, and since 7 is in the range of
arccotangent, we may apply Theorem 10.27 and solve

arccot(3z) = 7§
cot(arccot(3z)) = cot (%)
3r = 1 Since cot(arccot(u)) = u.
v =

Next, we make a sign diagram for f. Since the domain of f is all real numbers, and there is
only one zero of f, z = %, we have two test intervals, (—oo, %) and (%, oo). Ideally, we wish
to find test values x in these intervals so that arccot(4x) corresponds to one of our oft-used

‘common’ angles. After a bit of computation,'® we choose x = 0 for x < % and for z > %, we

choose x = ? We find f(0) =7 >0 and f (@) = —% < 0. Since we are looking for where

f(z) = 4arccot(3z) — 7 > 0, we get our answer (—o0, 3). To check graphically, we use the

technique in number 2¢ of Example 10.6.5 in Section 10.6 to graph y = 4 arccot(3z) and we
see it is above the horizontal line y = 7 on (—oo, %) = (—oo, 03).

(—) Intgrseckion kﬁ—,

NS EEEEEEEE IV ANLEEET

Wikt O

y =4arccot(3z) and y = 7

18GSet 3z equal to the cotangents of the ‘common angles’ and choose accordingly.
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10.7.1 EXERCISES

In Exercises 1 - 18, find all of the exact solutions of the equation and then list those solutions which
are in the interval [0, 27).

1 3
1. sin(5z) =0 2. cos (3z) = 5 3. sin(—2z) = \2[
4. tan (6x) =1 5. csc(4dx) = —1 6. sec(3z) = /2
2
7. cot (2z) = —ﬁ 8. cos(9x) =9 9. sin <E> = £
3 3 2
T . ™ 1 T
T - 1. sin (20— 2 ) =~ , ™ =
10. cos<x+ 6> 0 S | 2T 3 5 12 2cos<:c+ 4) V3
13. csc(z) =0 14. tan (2z —7) =1 15. tan? (x) =3
4 1 3
16. sec? (z) = 3 17. cos? (z) = 3 18. sin? (z) = 1

In Exercises 19 - 42, solve the equation, giving the exact solutions which lie in [0, 27)

19. sin (z) = cos (x) 20. sin (2x) = sin (z)

21. sin (2z) = cos () 22. cos (2z) = sin (z)

23. cos (2x) = cos () 24. cos(2x) =2 — 5cos(x)

25. 3cos(2x) +cos(z) +2=0 26. cos(2x) = Hsin(z) — 2

27. 3cos(2x) = sin(x) + 2 28. 2sec?(z) = 3 — tan(z)

29. tan?(x) = 1 — sec(z) 30. cot?(x) = 3csc(x) — 3

31. sec(z) = 2csc(x) 32. cos(z) csc(x) cot(x) = 6 — cot?(x)
33. sin(2x) = tan(z) 34. cott(x) = 4csc?(x) — 7

35. cos(2x) + csc?(z) =0 36. tan® (z) = 3tan ()

37. tan? (x) = §Sec (x) 38. cos® (x) = —cos (x)

39. tan(2z) — 2cos(z) =0 40. csc3(z) + esc?(z) = 4esc(x) + 4

41. 2tan(x) = 1 — tan?(x) 42. tan (x) = sec (z)
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In Exercises 43 - 58, solve the equation, giving the exact solutions which lie in [0, 27)

43. sin(6x) cos(x) = — cos(6x) sin(x) 44. sin(3x) cos(x) = cos(3z) sin(x)
45. cos(2x) cos(zx) + sin(2x) sin(z) =1 46. cos(5x) cos(3x) — sin(5z) sin(3z) = ?
47. sin(x) 4 cos(z) =1 48. sin(z) + V3 cos(z) = 1
49. \/2cos(x) — v/2sin(x) =1 50. v/3sin(2z) + cos(2z) = 1
51. cos(2x) — v/3sin(2z) = /2 52. 3v/3sin(3x) — 3cos(3z) = 3/3
53. cos(3x) = cos(bx) 54. cos(4x) = cos(2x)
55. sin(bx) = sin(3z) 56. cos(bx) = — cos(2z)
57. sin(6x) + sin(x) = 0 58. tan(x) = cos(x)
In Exercises 59 - 68, solve the equation.
59. arccos(2z) =7 60. m — 2arcsin(z) = 27
61. 4arctan(3z —1) —m =0 62. 6arccot(2z) —bm =0
63. darcsec (%) =m 64. 12 arccsc (%) =2
65. 9arcsin?(z) — w2 =0 66. 9arccos?(z) — 72 =0
67. 8arccot?(z) + 372 = 107 arccot(z) 68. 6 arctan(z)? = 7arctan(z) + w2

In Exercises 69 - 80, solve the inequality. Express the exact answer in interval notation, restricting
your attention to 0 < z < 27.

69. sin(x) <0 70. tan (z) > /3 71. sec? (x) <4

72. cos? (z) > 1 73. cos (2x) <0 74. sin (a: + E) > 1
2 - 3 2
1

75. cot? (z) > 3 76. 2cos(z) > 1 77. sin(bz) > 5

78. cos(3x) <1 79. sec(x) < /2 80. cot(x) < 4
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In Exercises 81 - 86, solve the inequality. Express the exact answer in interval notation, restricting
your attention to —m < x < 7.

1
81. cos () \2‘3 82. sin(x) > 3 83. sec(z) <2
84. sin? (z) < Z 85. cot (z) > —1 86. cos(x) > sin(x)

In Exercises 87 - 92, solve the inequality. Express the exact answer in interval notation, restricting
your attention to —27 < x < 27.

87. csc(x) > 1 88. cos(x) < 89. cot(x) > 5

Wl Ut

90. tan? (z) > 1 91. sin(2z) > sin(x) 92. cos(2z) < sin(x)

In Exercises 93 - 98, solve the given inequality.
93. arcsin(2z) > 0 94. 3arccos(z) < 95. 6arccot(7x) > 96. m > 2arctan(z)
97. 2arcsin(z)? > 7 arcsin(x) 98. 12arccos(z)? + 2% > 11 arccos(r)

In Exercises 99 - 107, express the domain of the function using the extended interval notation. (See
page 756 in Section 10.3.1 for details.)

99, fla) = — 100, fz) = %@ 101. f(z) = /tan(z) — 1

"~ cos(z) — 1 sin(z) + 1
102, f(z) = \/Z = sec(@) 103. f(x) = cse(22) 104, () = 2?1253@
105. f(x) = 3csc(x) +4sec(xz) 106. f(x) = In(|cos(x)|) 107. f(x) = arcsin(tan(z))

108. With the help of your classmates, determine the number of solutions to sin(z) = 3 in [0, 27).

Then find the number of solutions to sin(2z) = 1, sin(3z) = 3 and sin(4z) = 3 in [0,27).

A pattern should emerge. Explain how this pattern would help you solve equations like

sin(11z) = 3. Now consider sin (£) = 1, sin (¥) = 1 and sin (3£) = 2. What do you find?

Replace 3 with —1 and repeat the whole exploration.
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10.7.2 ANSWERS

Lpomh T2 3mdn 6n Tn &n Or
':B_5?:B_ 7575757577T75’5?575
5 7r+27rk: 57r+27rk 7w bm 7w 11w 13w 17w
=4+ —o0rzr=—+ —r=—, —, —, —, — —
Ty T Ty Mt T g T3 T Ty 9 9 9 g ' g
2T 2 5w 5w 11w
L= — k = — ko= —, —, —, —
3. x 3+71'0rx + mk; 563 6
Lo 7k 7 5m 5w I3n 1Tr 7n 2m ¢ lln 37r dln 15w
T T e P T 04 8 24 24787247 240 8 24 24 8
3  wk 3 7w 11w 15w
5. r = — T = S5y e ) o
8 2 8 8 8 8
G oo T, 2k Tn 3wk @ 7r 3r b 1t 2
T Ty Mt T T 3 T T a4 12 12
7 7T+7Tk' m bm 4w 11w
L =E=F — ==, —, —, —
3 2’ 3’673 6
8. No solution
3 9 3
9.xz%+67rkorx=£—l—67rk;$:%
T 2 5w
10. z = —— k: x = —, —
x 3+7T,a: 3773
3 137 T 3 137 7w
11.l’—z+ﬂk0r$—ﬁ+ﬂk,$—ﬁ,z,ﬁ,z
1
12.x:f&+2wkor$:1+2wk;x:1,5j
12 12 127 12
13. No solution
5t wk 7w b 9 13w
M rz2=—+—2==,—,—, —
8 2 8 887" 8
T 2 T 2w 47 5w
5. T 3+7T orx 3+7T,33 3 3°3°73
5 5t Tm 11
16.x:%—&—ﬂkorm:g—%ﬂk;x:%,%,g,%
17 _7T+7Tk' o 3 5w Tw
Tt Ty
T T 27 4w 5w
1. = — = — —_ —
8. x 3+7Tk’01‘$ + wk; x 3 3°3°3
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T 57 m 5T
19$—Z,I 20.1‘—0,5,7'(',?
91, g T T Om 3T 92, g & 2T 3T
62 6 2 6° 6 2
93, =0, 2% 4T 24 =T T
33 373
2 4 1 1 T 5T
25. x = ;T ;rarccos <3>,27r—arccos <3> 26. $:g7€
97 Tm 11w 1 . 1 93 3 Tmw + 1 L ¢ 1
. resin — arcsin | = . = —,—,arctan rctan | —
T = 56 ,arcs 3 , T — arcs 3 T R ,arcta 5 , T + arcta 5
2 4w T b ow
29. =0, —, — 30, r=—.— =
R I 7662
T 7m 5w 1lw
3l. z = tan(2 tan(2 2. x0=—, —, —, —
x = arctan(2), m + arctan(2) T e 6 6
T 3 bw Tw T m 37 bw Ym bm Tmw 1171'
.= = 4 g 220 28 7 0% 7
3Be=0m Ty M= T 6 6 1
T 3 T 2’ 47 bmw
35. = —, — 36. =0, —, — —_— —
YT =033
T 5w T 3T
T w 5w 3w T 5w Tm 3w 11w
39. z2=—,—, —, — 40, r=—. - - =
76276 2 T 662 6
5t 97 13
41. = g, g, g, ?ﬂ 42. No solution
43 T 2 3w 4w 5w 67r 8t 9 107 11w 127 13w
S A A A A R A A A A
3
44.x:0,g,7r,§ 45. £ =0
46 o Mm 13w 237 25m 35w 37 ATm 49m 597 6lm Tim 73w 83w 85m 95w
ST 487 48 7 48 7 48 7 48 7 48 7 487 487 48 7 48 7 487 487 48 487 48°
T 11w
47. =0, — 48. r = —, —
7. x 0,2 8. x 5" 6
T 17w T 4
49. ¥ = —, — R —
9. x 2 12 50. x =0,7 303
51— 17 417 23w 47« 59 ™ 51 5£ Nl 31 297

247247 247 24
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T 7T 3 ot 3w T T 27 4 bmw
N A R R Y =ty Ty
55 o _ 0 T 3T 5T Tn 9n llr 13w Iom

7878’8787 78’ 8 9y 8 ) 8

_m om 3m o7 97 1lm 57 13w
R A A A AR A A R

4 2m 4 67 8w 107 127 7w 3w 7w 9w
S N 2 A

58. 1 = arcsin <_1J2”/5> ~ 0.6662, T — arcsin (_1;\/5) ~ 2.4754

59. z=—1 60. z = —1
61. = =2 62. x =%
63. z=2v2 64. =6
65. & = +¥2 66. = =1
67. x=—1,0 68. z =—3
T 4 31w
e B LRAIE
69. [m,2m] 70 _32U[3 2>
s 27 4w %8 PR 3m 57 7
1. |:771| 0 ) o 772 2. 77) 0 4 72
I C o 070 (2.5 o (7]
T 3T om T P 117
e L 0T u(lr
73 [4,4} [4,4} 7 _o,2u(6,ﬂ
Tl' s 47 5 oo 5T
GRS N G TRl R B CH I E
77. No solution 78. [0, 2]
s w3 I
79. [0, Z] U 5y U Z,QTF 80. [arccot(4), ) U [ + arccot(4), 27)
1 1
81. (—%,%) 82. <arcsin (3>,Trarcsin <3)>
s T T s 2r o7 T 27
|-, == - = — 4. | ——,—= P
83 [”’ 2>U[ 3’3@(2’”} 8 < 3’ 3>U<3’3)
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85.

87.

89.

90.

91.

92.

93.

96.

99.

101.

102.

103.

105.

107.
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CHAPTER 11

APPLICATIONS OF TRIGONOMETRY

11.1 APPLICATIONS OF SINUSOIDS

In the same way exponential functions can be used to model a wide variety of phenomena in nature,’

the cosine and sine functions can be used to model their fair share of natural behaviors. In section
10.5, we introduced the concept of a sinusoid as a function which can be written either in the form
C(z) = Acos(wx+¢)+ B for w > 0 or equivalently, in the form S(z) = Asin(wz+¢)+ B for w > 0.
At the time, we remained undecided as to which form we preferred, but the time for such indecision
is over. For clarity of exposition we focus on the sine function? in this section and switch to the
independent variable ¢, since the applications in this section are time-dependent. We reintroduce
and summarize all of the important facts and definitions about this form of the sinusoid below.

Properties of the Sinusoid S(t) = Asin(wt + ¢) + B
The amplitude is |A]

The angular frequency is w and the ordinary frequency is f = 23
7r

1 2
The period is T' = — = “n
f w

The phase is ¢ and the phase shift is —?
w

e The vertical shift or baseline is B

Along with knowing these formulas, it is helpful to remember what these quantities mean in context.
The amplitude measures the maximum displacement of the sine wave from its baseline (determined
by the vertical shift), the period is the length of time it takes to complete one cycle of the sinusoid,
the angular frequency tells how many cycles are completed over an interval of length 27, and the
ordinary frequency measures how many cycles occur per unit of time. The phase indicates what

!See Section 6.5.
*Sine haters can use the co-function identity cos (3 — 6) = sin(f) to turn all of the sines into cosines.
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angle ¢ corresponds to t = 0, and the phase shift represents how much of a ‘head start’ the sinusoid
has over the un-shifted sine function. The figure below is repeated from Section 10.5.

amplitude

——————————— - - - baseline- - -

period

In Section 10.1.1, we introduced the concept of circular motion and in Section 10.2.1, we developed
formulas for circular motion. Our first foray into sinusoidal motion puts these notions to good use.

Example 11.1.1. Recall from Exercise 55 in Section 10.1 that The Giant Wheel at Cedar Point
is a circle with diameter 128 feet which sits on an 8 foot tall platform making its overall height 136
feet. It completes two revolutions in 2 minutes and 7 seconds. Assuming that the riders are at the
edge of the circle, find a sinusoid which describes the height of the passengers above the ground ¢
seconds after they pass the point on the wheel closest to the ground.

Solution. We sketch the problem situation below and assume a counter-clockwise rotation.?

o

30therwise, we could just observe the motion of the wheel from the other side.
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We know from the equations given on page 732 in Section 10.2.1 that the y-coordinate for counter-
clockwise motion on a circle of radius r centered at the origin with constant angular velocity
(frequency) w is given by y = rsin(wt). Here, t = 0 corresponds to the point (r,0) so that 6, the
angle measuring the amount of rotation, is in standard position. In our case, the diameter of the
wheel is 128 feet, so the radius is r = 64 feet. Since the wheel completes two revolutions in 2
minutes and 7 seconds (which is 127 seconds) the period 7' = $(127) = 27 seconds. Hence, the
angular frequency is w = 2% = % radians per second. Putting these two pieces of information
together, we have that y = 64sin (147“715) describes the y-coordinate on the Giant Wheel after ¢
seconds, assuming it is centered at (0,0) with ¢ = 0 corresponding to the point Q. In order to find
an expression for h, we take the point O in the figure as the origin. Since the base of the Giant
Wheel ride is 8 feet above the ground and the Giant Wheel itself has a radius of 64 feet, its center
is 72 feet above the ground. To account for this vertical shift upward,* we add 72 to our formula
for y to obtain the new formula h = y + 72 = 64 sin (147”715) + 72. Next, we need to adjust things so
that ¢ = 0 corresponds to the point P instead of the point (). This is where the phase comes into
play. Geometrically, we need to shift the angle 6 in the figure back 5 radians. From Section 10.2.1,
we know 6 = wt = ¢, so we (temporarily) write the height in terms of 6 as h = 64sin (6) + 72.
Subtracting % from  gives the final answer h(t) = 64sin (§ — 5) + 72 = 64sin (%t —Z)+72. We
can check the reasonableness of our answer by graphing y = h(t) over the interval [0, %]

Y
136 +

724+

8 4

127t O

2

A few remarks about Example 11.1.1 are in order. First, note that the amplitude of 64 in our
answer corresponds to the radius of the Giant Wheel. This means that passengers on the Giant
Wheel never stray more than 64 feet vertically from the center of the Wheel, which makes sense.
Second, the phase shift of our answer works out to be 477:/1227 = % = 15.875. This represents the
‘time delay’ (in seconds) we introduce by starting the motion at the point P as opposed to the
point . Said differently, passengers which ‘start’ at P take 15.875 seconds to ‘catch up’ to the

point Q.

Our next example revisits the daylight data first introduced in Section 2.5, Exercise 6b.

4We are readjusting our ‘baseline’ from y = 0 to y = 72.
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Example 11.1.2. According to the U.S. Naval Observatory website, the number of hours H of
daylight that Fairbanks, Alaska received on the 21st day of the nth month of 2009 is given below.
Here t = 1 represents January 21, 2009, ¢ = 2 represents February 21, 2009, and so on.

Month
Number 1 2 3 4 5 6 7 8 9| 10| 11| 12
Hours of
Daylight | 5.8 | 9.3 | 124 | 159 | 194 | 21.8 | 19.4 | 156 | 12.4 | 9.1 | 5.6 | 3.3

1. Find a sinusoid which models these data and use a graphing utility to graph your answer
along with the data.

2. Compare your answer to part 1 to one obtained using the regression feature of a calculator.

Solution.

1. To get a feel for the data, we plot it below.

22

20 4
18 4
16 -
14 4
12 -
10 A

8
64
4
2

H

1 2 3 4 5 6 7 k

8 9 10 11 12

The data certainly appear sinusoidal,” but when it comes down to it, fitting a sinusoid to
data manually is not an exact science. We do our best to find the constants A, w, ¢ and B
so that the function H(t) = Asin(wt + ¢) + B closely matches the data. We first go after
the vertical shift B whose value determines the baseline. In a typical sinusoid, the value of B
is the average of the maximum and minimum values. So here we take B = % = 12.55.
Next is the amplitude A which is the displacement from the baseline to the maximum (and
minimum) values. We find A = 21.8 — 12.55 = 12.55 — 3.3 = 9.25. At this point, we have
H(t) = 9.25sin(wt + ¢) + 12.55. Next, we go after the angular frequency w. Since the data
collected is over the span of a year (12 months), we take the period T = 12 months.% This

5Okay, it appears to be the ‘A’ shape we saw in some of the graphs in Section 2.2. Just humor us.

SEven though the data collected lies in the interval [1,12], which has a length of 11, we need to think of the data
point at ¢ = 1 as a representative sample of the amount of daylight for every day in January. That is, it represents
H(t) over the interval [0, 1]. Similarly, ¢ = 2 is a sample of H(t) over [1,2], and so forth.


http://aa.usno.navy.mil/data/docs/RS_OneYear.php
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means w = 2% = %r = - The last quantity to find is the phase ¢. Unlike the previous

example, it is easier in this case to find the phase shift —%. Since we picked A > 0, the phase
shift corresponds to the first value of ¢t with H(t) = 12.55 (the baseline value).” Here, we
choose t = 3, since its corresponding H value of 12.4 is closer to 12.55 than the next value,
15.9, which corresponds to ¢t = 4. Hence, —% =3,50 ¢p = —3w = -3 (%) = —5. We have
H(t) = 9.25sin (5t — §) + 12.55. Below is a graph of our data with the curve y = H(t).

2. Using the ‘SinReg’ command, we graph the calculator’s regression below.

EDIT TESTS SinkEeg
STLinkEegi athb:=x) g=g*sint byt i+d
S:Lnkeg a=3. 364347557
H:ExrFEaa =. 49659155585
A: PurRea c=-1.397237 167
BiLo9istic d=12.85954554
SinkEead
:Manual-Fit [ |

While both models seem to be reasonable fits to the data, the calculator model is possibly
the better fit. The calculator does not give us an 72 value like it did for linear regressions
in Section 2.5, nor does it give us an R? value like it did for quadratic, cubic and quartic
regressions as in Section 3.1. The reason for this, much like the reason for the absence of R?
for the logistic model in Section 6.5, is beyond the scope of this course. We’ll just have to
use our own good judgment when choosing the best sinusoid model. O

11.1.1 HARMONIC MOTION

One of the major applications of sinusoids in Science and Engineering is the study of harmonic
motion. The equations for harmonic motion can be used to describe a wide range of phenomena,
from the motion of an object on a spring, to the response of an electronic circuit. In this subsection,
we restrict our attention to modeling a simple spring system. Before we jump into the Mathematics,
there are some Physics terms and concepts we need to discuss. In Physics, ‘mass’ is defined as a
measure of an object’s resistance to straight-line motion whereas ‘weight’ is the amount of force
(pull) gravity exerts on an object. An object’s mass cannot change,® while its weight could change.

"See the figure on page 882.
8Well, assuming the object isn’t subjected to relativistic speeds ...
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An object which weighs 6 pounds on the surface of the Earth would weigh 1 pound on the surface
of the Moon, but its mass is the same in both places. In the English system of units, ‘pounds’ (Ibs.)
is a measure of force (weight), and the corresponding unit of mass is the ‘slug’. In the SI system,
the unit of force is ‘Newtons’ (N) and the associated unit of mass is the ‘kilogram’ (kg). We convert
between mass and weight using the formula® w = mg. Here, w is the weight of the object, m is the

mass and g is the acceleration due to gravity. In the English system, g = 32&%’ and in the SI
system, g = 9.8%. Hence, on Earth a mass of 1 slug weighs 32 lbs. and a mass of 1 kg weighs

9.8 N.10 Suppose we attach an object with mass m to a spring as depicted below. The weight of
the object will stretch the spring. The system is said to be in ‘equilibrium’ when the weight of the
object is perfectly balanced with the restorative force of the spring. How far the spring stretches
to reach equilibrium depends on the spring’s ‘spring constant’. Usually denoted by the letter k,
the spring constant relates the force F' applied to the spring to the amount d the spring stretches
in accordance with Hooke’s Law'! F = kd. If the object is released above or below the equilibrium
position, or if the object is released with an upward or downward velocity, the object will bounce
up and down on the end of the spring until some external force stops it. If we let x(¢) denote the
object’s displacement from the equilibrium position at time ¢, then x(¢) = 0 means the object is at
the equilibrium position, x(t) < 0 means the object is above the equilibrium position, and z(t) > 0
means the object is below the equilibrium position. The function x(¢) is called the ‘equation of
motion’ of the object.'?

z(t) = 0 at the x(t) < 0 above the z(t) > 0 below the
equilibrium position equilibrium position equilibrium position

If we ignore all other influences on the system except gravity and the spring force, then Physics
tells us that gravity and the spring force will battle each other forever and the object will oscillate
indefinitely. In this case, we describe the motion as ‘free’ (meaning there is no external force causing
the motion) and ‘undamped’ (meaning we ignore friction caused by surrounding medium, which
in our case is air). The following theorem, which comes from Differential Equations, gives x(t) as
a function of the mass m of the object, the spring constant k, the initial displacement x, of the

9This is a consequence of Newton’s Second Law of Motion F = ma where F is force, m is mass and a is acceleration.
In our present setting, the force involved is weight which is caused by the acceleration due to gravity.

ONote that 1 pound = 1 Sjscgorf)z%t and 1 Newton = 1 tgec';f;r.

"T.00k familiar? We saw Hooke’s Law in Section 4.3.1.

12T keep units compatible, if we are using the English system, we use feet (ft.) to measure displacement. If we

are in the SI system, we measure displacement in meters (m). Time is always measured in seconds (s).
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object and initial velocity v, of the object. As with x(t), x, = 0 means the object is released from
the equilibrium position, z, < 0 means the object is released above the equilibrium position and
x, > 0 means the object is released below the equilibrium position. As far as the initial velocity v,
is concerned, v, = 0 means the object is released ‘from rest,” v, < 0 means the object is heading
upwards and v, > 0 means the object is heading downwards.'

Theorem 11.1. Equation for Free Undamped Harmonic Motion: Suppose an object of
mass m is suspended from a spring with spring constant k. If the initial displacement from the
equilibrium position is x, and the initial velocity of the object is v,, then the displacement x
from the equilibrium position at time ¢ is given by z(t) = Asin(wt + ¢) where

. w:\/iandA:\/acg—i—(Q:j)Q

e Asin(¢) = x, and Aw cos(¢) = v,.

It is a great exercise in ‘dimensional analysis’ to verify that the formulas given in Theorem 11.1
work out so that w has units % and A has units ft. or m, depending on which system we choose.

Example 11.1.3. Suppose an object weighing 64 pounds stretches a spring 8 feet.

1. If the object is attached to the spring and released 3 feet below the equilibrium position from
rest, find the equation of motion of the object, (). When does the object first pass through
the equilibrium position? Is the object heading upwards or downwards at this instant?

2. If the object is attached to the spring and released 3 feet below the equilibrium position with
an upward velocity of 8 feet per second, find the equation of motion of the object, x(¢). What
is the longest distance the object travels above the equilibrium position? When does this first
happen? Confirm your result using a graphing utility.

Solution. In order to use the formulas in Theorem 11.1, we first need to determine the spring
constant k£ and the mass of the object m. To find k, we use Hooke’s Law F' = kd. We know the
object weighs 64 1bs. and stretches the spring 8 ft.. Using F' = 64 and d = 8, we get 64 = k- 8, or
k= 8“;%. To find m, we use w = mg with w = 64 lbs. and g = 32%. We get m = 2 slugs. We can
now proceed to apply Theorem 11.1.

1. With k =8 and m = 2, we get w = /£ = \/g = 2. We are told that the object is released

m
3 feet below the equilibrium position ‘from rest.” This means z, = 3 and v, = 0. Therefore,
A= \Jz2+ (%0)2 = V324 0% = 3. To determine the phase ¢, we have Asin(¢) = z,,

which in this case gives 3sin(¢) = 3 so sin(¢) = 1. Only ¢ = § and angles coterminal to it

13The sign conventions here are carried over from Physics. If not for the spring, the object would fall towards the
ground, which is the ‘natural’ or ‘positive’ direction. Since the spring force acts in direct opposition to gravity, any
movement upwards is considered ‘negative’.
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satisfy this condition, so we pick'* the phase to be ¢ = 7. Hence, the equation of motion
is z(t) = 3sin (2t + %) To find when the object passes through the equilibrium position we
solve z(t) = 3sin (215 + %) = 0. Going through the usual analysis we find t = —7 + Sk for
integers k. Since we are interested in the first time the object passes through the equilibrium
position, we look for the smallest positive ¢ value which in this case is t = 7 ~ 0.78 seconds
after the start of the motion. Common sense suggests that if we release the object below the
equilibrium position, the object should be traveling upwards when it first passes through it.
To check this answer, we graph one cycle of x(t). Since our applied domain in this situation
is t > 0, and the period of 2(t) is T = 2 = 2% = 7, we graph z(¢) over the interval [0, 7.
Remembering that x(¢) > 0 means the object is below the equilibrium position and z(t) < 0
means the object is above the equilibrium position, the fact our graph is crossing through the

t-axis from positive z to negative x at t = 7 confirms our answer.

2. The only difference between this problem and the previous problem is that we now release

the object with an upward velocity of 8%. We still have w = 2 and z, = 3, but now
we have v, = —8, the negative indicating the velocity is directed upwards. Here, we get
A=/x2+ (%0)2 = /32 + (—4)? = 5. From Asin(¢) = z,, we get 5sin(¢) = 3 which gives
sin(¢) = 2. From Awcos(¢) = vy, we get 10cos(¢) = —8, or cos(¢) = —3. This means
that ¢ is a Quadrant II angle which we can describe in terms of either arcsine or arccosine.
Since z(t) is expressed in terms of sine, we choose to express ¢ = m — arcsin (%) Hence,

z(t) = 5sin (2t + [7 — arcsin (%)]) Since the amplitude of z(t) is 5, the object will travel

at most 5 feet above the equilibrium position. To find when this happens, we solve the
equation z(t) = 5sin (2t + [7r — arcsin (%)]) = —5, the negative once again signifying that
the object is above the equilibrium position. Going through the usual machinations, we get

t = %arcsin (%) + % + mk for integers k. The smallest of these values occurs when £ = 0,

that is, ¢t = %arcsin (%) + 7 ~ 1.107 seconds after the start of the motion. To check our
answer using the calculator, we graph y = 5sin (Zm + [7‘(‘ — arcsin (%)]) on a graphing utility

and confirm the coordinates of the first relative minimum to be approximately (1.107, —5).

x

3 [
2-- -
\
4l 1 s g :
27 Hinimum
31 n=1.1071484 Y¥=-F
z(t) = 3sin (2t + §) y = 5sin (22 + |7 — arcsin (%)])

O]

It is possible, though beyond the scope of this course, to model the effects of friction and other
external forces acting on the system.'!> While we may not have the Physics and Calculus background

“For confirmation, we note that Aw cos(¢) = vo, which in this case reduces to 6 cos(¢) = 0.
5Take a good Differential Equations class to see this!
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to derive equations of motion for these scenarios, we can certainly analyze them. We examine three
cases in the following example.

Example 11.1.4.

1.

Write z(t) = 5e~t/% cos(t) + 5e~¥/°/3sin(t) in the form x(t) = A(t) sin(wt + ¢). Graph z(t)
using a graphing utility.

. Write z(t) = (t + 3)v/2 cos(2t) + (t + 3)v/2sin(2t) in the form z(t) = A(t) sin(wt + ¢). Graph

x(t) using a graphing utility.

3. Find the period of z(t) = 5sin(6¢) — 5sin (8¢). Graph z(t) using a graphing utility.
Solution.
1. We start rewriting z(t) = 5e~%/5 cos(t) + 5e~¥/5y/3sin(t) by factoring out 5e~*° from both

terms to get x(t) = 5e7/° (cos(t) + v/3sin(t)). We convert what’s left in parentheses to
the required form using the formulas introduced in Exercise 36 from Section 10.5. We find
(cos(t) + V3sin(t)) = 2sin (t + §) so that z(t) = 10e™/5sin (¢ + 7). Graphing this on the
calculator as y = 10e=%/5 sin ({L‘ + %) reveals some interesting behavior. The sinusoidal nature
continues indefinitely, but it is being attenuated. In the sinusoid A sin(wz + ¢), the coefficient
A of the sine function is the amplitude. In the case of y = 10e~*/° sin (m + %), we can think
of the function A(z) = 10e=*/% as the amplitude. As z — oo, 10e~*/®> — 0 which means the
amplitude continues to shrink towards zero. Indeed, if we graph y = +10e~*/% along with
Yy = 10e~%/5 sin (:c + %), we see this attenuation taking place. This equation corresponds to
the motion of an object on a spring where there is a slight force which acts to ‘damp’, or slow
the motion. An example of this kind of force would be the friction of the object against the
air. In this model, the object oscillates forever, but with smaller and smaller amplitude.

y = 10e~*/5 sin (95 + %) y = 10e~%/° sin (x + %), y = +10e%/5

. Proceeding as in the first example, we factor out (¢ + 3)v/2 from each term in the function

x(t) = (t+3)v/2cos(2t) + (t +3)v/2sin(2t) to get x(t) = (t+3)v/2(cos(2t) +sin(2t)). We find
(cos(2t) + sin(2t)) = V2sin (2t + T), so x(t) = 2(t + 3)sin (2t + T). Graphing this on the
calculator as y = 2(x + 3) sin (2ZC + %), we find the sinusoid’s amplitude growing. Since our
amplitude function here is A(zx) = 2(z + 3) = 2z + 6, which continues to grow without bound
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as r — 00, this is hardly surprising. The phenomenon illustrated here is ‘forced” motion.
That is, we imagine that the entire apparatus on which the spring is attached is oscillating
as well. In this case, we are witnessing a ‘resonance’ effect — the frequency of the external
oscillation matches the frequency of the motion of the object on the spring.'®

y=2(z+3)sin (22 + I) y=2(z+3)sin (22 + I)
y = +2(x +3)

. Last, but not least, we come to z(t) = 5sin(6t) —5sin(8¢). To find the period of this function,

we need to determine the length of the smallest interval on which both f(t) = 5sin(6t) and
g(t) = 5sin(8t) complete a whole number of cycles. To do this, we take the ratio of their
frequencies and reduce to lowest terms: g = %. This tells us that for every 3 cycles f makes,
g makes 4. In other words, the period of x(¢) is three times the period of f(t) (which is
four times the period of ¢(t)), or m. We graph y = 5sin(6x) — 5sin(8z) over [0,7] on the
calculator to check this. This equation of motion also results from ‘forced’” motion, but here
the frequency of the external oscillation is different than that of the object on the spring.
Since the sinusoids here have different frequencies, they are ‘out of sync’ and do not amplify
each other as in the previous example. Taking things a step further, we can use a sum to
product identity to rewrite x(t) = 5sin(6t) — 5sin(8t) as x(t) = —10sin(¢) cos(7t). The lower
frequency factor in this expression, —10sin(t¢), plays an interesting role in the graph of x(t).
Below we graph y = 5sin(6x) — 5sin(8z) and y = £10sin(x) over [0, 27]. This is an example
of the ‘beat’ phenomena, and the curious reader is invited to explore this concept as well.!”

i
ViV

y = 5sin(6x) — 5sin(8x) over [0, 7] = 5sin(6z) — 5sin(8z) and
y = £10sin(z) over [0, 27| O

6The reader is invited to investigate the destructive implications of resonance.
17A good place to start is this article on beats.
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11.1.2 EXERCISES

1.

The sounds we hear are made up of mechanical waves. The note ‘A’ above the note ‘middle

C’ is a sound wave with ordinary frequency f = 440 Hertz = 440 e}gﬁz Find a sinusoid which

models this note, assuming that the amplitude is 1 and the phase shift is 0.

. The voltage V in an alternating current source has amplitude 220v/2 and ordinary frequency

f =60 Hertz. Find a sinusoid which models this voltage. Assume that the phase is 0.

. The London Eye is a popular tourist attraction in London, England and is one of the largest

Ferris Wheels in the world. It has a diameter of 135 meters and makes one revolution (counter-
clockwise) every 30 minutes. It is constructed so that the lowest part of the Eye reaches ground
level, enabling passengers to simply walk on to, and off of, the ride. Find a sinsuoid which
models the height h of the passenger above the ground in meters ¢ minutes after they board
the Eye at ground level.

. On page 732 in Section 10.2.1, we found the x-coordinate of counter-clockwise motion on a

circle of radius r with angular frequency w to be = r cos(wt), where ¢ = 0 corresponds to
the point (r,0). Suppose we are in the situation of Exercise 3 above. Find a sinsusoid which
models the horizontal displacement x of the passenger from the center of the Eye in meters
t minutes after they board the Eye. Here we take x(t) > 0 to mean the passenger is to the
right of the center, while z(¢) < 0 means the passenger is to the left of the center.

. In Exercise 52 in Section 10.1, we introduced the yo-yo trick ‘Around the World’ in which

a yo-yo is thrown so it sweeps out a vertical circle. As in that exercise, suppose the yo-yo
string is 28 inches and it completes one revolution in 3 seconds. If the closest the yo-yo ever
gets to the ground is 2 inches, find a sinsuoid which models the height h of the yo-yo above
the ground in inches t seconds after it leaves its lowest point.

. Suppose an object weighing 10 pounds is suspended from the ceiling by a spring which

stretches 2 feet to its equilibrium position when the object is attached.

(a) Find the spring constant k in ”fi—s_' and the mass of the object in slugs.

(b) Find the equation of motion of the object if it is released from 1 foot below the equilibrium
position from rest. When is the first time the object passes through the equilibrium
position? In which direction is it heading?

(c) Find the equation of motion of the object if it is released from 6 inches above the
equilibrium position with a downward velocity of 2 feet per second. Find when the
object passes through the equilibrium position heading downwards for the third time.


http://en.wikipedia.org/wiki/London_Eye
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7. Consider the pendulum below. Ignoring air resistance, the angular displacement of the pen-
dulum from the vertical position, 6, can be modeled as a sinusoid.'®

The amplitude of the sinusoid is the same as the initial angular displacement, 6,, of the
pendulum and the period of the motion is given by

T =2n £
g

where [ is the length of the pendulum and g is the acceleration due to gravity.

(a) Find a sinusoid which gives the angular displacement 6 as a function of time, t. Arrange
things so 6(0) = 6,.

(b) In Exercise 40 section 5.3, you found the length of the pendulum needed in Jeft’s antique
Seth-Thomas clock to ensure the period of the pendulum is % of a second. Assuming the
initial displacement of the pendulum is 15°, find a sinusoid which models the displace-
ment of the pendulum 6 as a function of time, ¢, in seconds.

8. The table below lists the average temperature of Lake Erie as measured in Cleveland, Ohio
on the first of the month for each month during the years 1971 — 2000.' For example, t = 3
represents the average of the temperatures recorded for Lake Erie on every March 1 for the
years 1971 through 2000.

Month

Number, ¢ 1 2 3| 4 5 6 7| 8 9110 | 11 | 12
Temperature

C°F),T 36 | 33 | 34 | 38 | 47 | 57 | 67 | 74 | 73 | 67 | 56 | 46

(a) Using the techniques discussed in Example 11.1.2, fit a sinusoid to these data.

(b) Using a graphing utility, graph your model along with the data set to judge the reason-
ableness of the fit.
18Provided 6 is kept ‘small.’ Carl remembers the ‘Rule of Thumb’ as being 20° or less. Check with your friendly

neighborhood physicist to make sure.
19See this website: http://www.erh.noaa.gov/cle/climate/cle/normals/laketempcle.html.
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(c) Use the model you found in part 8a to predict the average temperature recorded for
Lake Erie on April 15" and September 15" during the years 1971-2000.2°

(d) Compare your results to those obtained using a graphing utility.

9. The fraction of the moon illuminated at midnight Eastern Standard Time on the t'" day of

June, 2009 is given in the table below.?!

Day of
June, t 3 6 9 12 15 18 21 24 27 30
Fraction
Illuminated, F' | 0.81 | 0.98 | 0.98 | 0.83 | 0.57 | 0.27 | 0.04 | 0.03 | 0.26 | 0.58

(a) Using the techniques discussed in Example 11.1.2, fit a sinusoid to these data.??

(b) Using a graphing utility, graph your model along with the data set to judge the reason-
ableness of the fit.

(¢) Use the model you found in part 9a to predict the fraction of the moon illuminated on
June 1, 2009.

(d) Compare your results to those obtained using a graphing utility.

10. With the help of your classmates, research the phenomena mentioned in Example 11.1.4,
namely resonance and beats.

11. With the help of your classmates, research Amplitude Modulation and Frequency Modulation.

12. What other things in the world might be roughly sinusoidal? Look to see what models you
can find for them and share your results with your class.

20The computed average is 41°F for April 15" and 71°F for September 15",

2!See this website: http://www.usno.navy.mil/USNO/astronomical-applications/data-services/frac-moon-ill.
22You may want to plot the data before you find the phase shift.

23The listed fraction is 0.62.



http://en.wikipedia.org/wiki/Resonance
http://en.wikipedia.org/wiki/Beat_(acoustics)
http://en.wikipedia.org/wiki/Amplitude_modulation
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11.1.3 ANSWERS
1. S(t) = sin (8807t) 2. V(t) = 220+/2sin (1207t)
3. h(t) = 67.5sin (£t — §) +67.5 4. z(t) = 67.5cos (5t — §) = 67.5sin ({51)

5. h(t) =28sin (¥t — %) +30

6. (a) k=55 and m = - slugs

(b) x(t) =sin (4t + ). The object first passes through the equilibrium point when t = % ~
0.39 seconds after the motion starts. At this time, the object is heading upwards.

(c) z(t) = g sin (4t + %’r) The object passes through the equilibrium point heading down-
wards for the third time when ¢t = % ~ 3.34 seconds.

7. (@) 0(t) = bosin (/41 +3) (b) O(t) = {5 sin (4t + 5)

8. (a) T(t) =20.5sin (5t —m) +53.5

(b) Our function and the data set are graphed below. The sinusoid seems to be shifted to
the right of our data.

(c) The average temperature on April 15" is approximately 7'(4.5) ~ 39.00°F and the
average temperature on September 15" is approximately 7(9.5) ~ 73.38°F.

(d) Using a graphing calculator, we get the following

SinkEeg
H=ZpEs ]

This model predicts the average temperature for April 15" to be approximately 42.43°F
and the average temperature on September 15" to be approximately 70.05°F. This
model appears to be more accurate.
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9. (a) Based on the shape of the data, we either choose A < 0 or we find the second value of
t which closely approximates the ‘baseline’ value, F' = 0.505. We choose the latter to
obtain F(t) = 0.475sin (%t — 27r) 4+ 0.505 = 0.475sin (%t) —+ 0.505

(b) Our function and the data set are graphed below. It’s a pretty good fit.

(¢) The fraction of the moon illuminated on June 1st, 2009 is approximately F'(1) ~ 0.60
(d) Using a graphing calculator, we get the following.

SinkEeg
g=g*%s i bx+c i +d
a=. 4956628493
b=.214453257
C=-. 33533289
d=.5315118883

This model predicts that the fraction of the moon illuminated on June 1st, 2009 is
approximately 0.59. This appears to be a better fit to the data than our first model.
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11.2 THE LAW OF SINES

Trigonometry literally means ‘measuring triangles’ and with Chapter 10 under our belts, we are
more than prepared to do just that. The main goal of this section and the next is to develop
theorems which allow us to ‘solve’ triangles — that is, find the length of each side of a triangle
and the measure of each of its angles. In Sections 10.2, 10.3 and 10.6, we’ve had some experience
solving right triangles. The following example reviews what we know.

Example 11.2.1. Given a right triangle with a hypotenuse of length 7 units and one leg of length
4 units, find the length of the remaining side and the measures of the remaining angles. Express
the angles in decimal degrees, rounded to the nearest hundreth of a degree.

Solution. For definitiveness, we label the triangle below.

AN
N
P p
N
a
\a
-
b=4

To find the length of the missing side a, we use the Pythagorean Theorem to get a? + 42 = 72
which then yields a = /33 units. Now that all three sides of the triangle are known, there are
several ways we can find « using the inverse trigonometric functions. To decrease the chances of
propagating error, however, we stick to using the data given to us in the problem. In this case, the

lengths 4 and 7 were given, so we want to relate these to a. According to Theorem 10.4, cos(«) = %.

Since « is an acute angle, o = arccos (%) radians. Converting to degrees, we find a =~ 55.15°. Now
that we have the measure of angle «, we could find the measure of angle 5 using the fact that «
and 8 are complements so a + S = 90°. Once again, we opt to use the data given to us in the
problem. According to Theorem 10.4, we have that sin(8) = % so f = arcsin (%) radians and we

have 8 ~ 34.85°. 0

A few remarks about Example 11.2.1 are in order. First, we adhere to the convention that a lower
case Greek letter denotes an angle! and the corresponding lowercase English letter represents the
side? opposite that angle. Thus, a is the side opposite a, b is the side opposite 8 and c is the side
opposite v. Taken together, the pairs («,a), (8,b) and (v, c) are called angle-side opposite pairs.
Second, as mentioned earlier, we will strive to solve for quantities using the original data given in
the problem whenever possible. While this is not always the easiest or fastest way to proceed, it

'as well as the measure of said angle
Zas well as the length of said side
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minimizes the chances of propagated error.® Third, since many of the applications which require
solving triangles ‘in the wild’ rely on degree measure, we shall adopt this convention for the time
being.* The Pythagorean Theorem along with Theorems 10.4 and 10.10 allow us to easily handle
any given right triangle problem, but what if the triangle isn’t a right triangle? In certain cases,
we can use the Law of Sines to help.

Theorem 11.2. The Law of Sines: Given a triangle with angle-side opposite pairs (o, a),
(8,b) and (v, ¢), the following ratios hold

sin(a)  sin(B)  sin(y)

a b c

or, equivalently,

a b c

sin(a)  sin(B)  sin(y)

The proof of the Law of Sines can be broken into three cases. For our first case, consider the
triangle AABC' below, all of whose angles are acute, with angle-side opposite pairs («,a), (3,b)
and (v,c). If we drop an altitude from vertex B, we divide the triangle into two right triangles:
AABQ and ABCQ. If we call the length of the altitude h (for height), we get from Theorem 10.4
that sin(a) = % and sin(y) = % so that h = csin(a) = asin(y). After some rearrangement of the

sin(a) sin(y)

last equation, we get — = = —_=. If we drop an altitude from vertex A, we can proceed as above
using the triangles AABQ and AACQ to get % = w, completing the proof for this case.
B B
N~
¢ p a ¢ h \a
gl o v
v ’ v h [
A c A C A
b Q

For our next case consider the triangle AABC below with obtuse angle o. Extending an altitude

from vertex A gives two right triangles, as in the previous case: AABQ and ANACQ. Proceeding

as before, we get h = bsin(y) and h = csin(f) so that % = sin(v)

C

3Your Science teachers should thank us for this.
4Don’t worry! Radians will be back before you know it!
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Dropping an altitude from vertex B also generates two right triangles, AABQ and ABCQ. We
know that sin(a/) = %l so that b’ = ¢sin(a’). Since o = 180° — «, sin(a’) = sin(«), so in fact,

we have b/ = ¢sin(a). Proceeding to ABCQ, we get sin(y) = %/ so b = asin(y). Putting this
together with the previous equation, we get % = %, and we are finished with this case.

B

h/

Q C

The remaining case is when AABC' is a right triangle. In this case, the Law of Sines reduces to
the formulas given in Theorem 10.4 and is left to the reader. In order to use the Law of Sines to
solve a triangle, we need at least one angle-side opposite pair. The next example showcases some
of the power, and the pitfalls, of the Law of Sines.

Example 11.2.2. Solve the following triangles. Give exact answers and decimal approximations
(rounded to hundredths) and sketch the triangle.

1. a=120° a = 7 units, § = 45° 2. a=85° B =30° c=>5.25 units

3. o =30° a =1 units, ¢ = 4 units 4. o = 30° a = 2 units, ¢ = 4 units

5. a = 30°, a = 3 units, ¢ = 4 units 6. a = 30° a = 4 units, ¢ = 4 units
Solution.

1. Knowing an angle-side opposite pair, namely a and a, we may proceed in using the Law of

Sines. Since 8 = 45°, we use sin(lzl5°) = sin(1720°) S0 b= % = %‘/6 ~ 5.72 units. Now that
we have two angle-side pairs, it is time to find the third. To find v, we use the fact that the
sum of the measures of the angles in a triangle is 180°. Hence, v = 180° — 120° — 45° = 15°.
To find ¢, we have no choice but to used the derived value v = 15°, yet we can minimize the
propagation of error here by using the given angle-side opposite pair («, a). The Law of Sines

gives Us =+ = 7 so that ¢ = % ~ 2.09 units.’

sin(15°) sin(120°)

2. In this example, we are not immediately given an angle-side opposite pair, but as we have
the measures of a and 3, we can solve for v since v = 180° — 85° — 30° = 65°. As in the
previous example, we are forced to use a derived value in our computations since the only

®The exact value of sin(15°) could be found using the difference identity for sine or a half-angle formula, but that
7sin(15°)

becomes unnecessarily messy for the discussion at hand. Thus “exact” here means Sm(0%) -
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angle-side pair available is (v, ¢). The Law of Sines gives Sin(‘é5o) = Sir?('gg’o). After the usual
rearrangement, we get a = %gggp) ~ 5.77 units. To find b we use the angle-side pair (v, ¢)
5.25

; ; b _ __ 5.25sin(30°) __ .
which yields Sn(30°) = sm(65°) hence b = ~Sm(ese) 2.90 units.

c=5.25

/

B = 45°

o =120° — g0 — 650
k\ N = 15° $ <\Voz =85 v =65 f
b~ 5.72 b~ 2.90
Triangle for number 1 Triangle for number 2

c~2.09

3. Since we are given (o, a) and ¢, we use the Law of Sines to find the measure of . We start
with % = w and get sin(y) = 4sin (30°) = 2. Since the range of the sine function is
[—1,1], there is no real number with sin(y) = 2. Geometrically, we see that side a is just too
short to make a triangle. The next three examples keep the same values for the measure of
«a and the length of ¢ while varying the length of a. We will discuss this case in more detail
after we see what happens in those examples.

4. In this case, we have the measure of « = 30°, a = 2 and ¢ = 4. Using the Law of Sines,

we get % = % so sin(y) = 2sin(30°) = 1. Now 7 is an angle in a triangle which

also contains o« = 30°. This means that v must measure between 0° and 150° in order
to fit inside the triangle with «. The only angle that satisfies this requirement and has
sin(y) = 1 is v = 90°. In other words, we have a right triangle. We find the measure of (
to be g = 180° — 30° — 90° = 60° and then determine b using the Law of Sines. We find

= % = 2¢/3 ~ 3.46 units. In this case, the side a is precisely long enough to form a
unique right triangle.

c=4 B=60°| a=2
o = 30° o = 30°
\ \ -
b~ 3.46
Diagram for number 3 Triangle for number 4

5. Proceeding as we have in the previous two examples, we use the Law of Sines to find . In this

case, we have % = % orsin(y) = 4Sin§300) = % Since v lies in a triangle with o = 30°,




900 APPLICATIONS OF TRIGONOMETRY

we must have that 0° < v < 150°. There are two angles ~ that fall in this range and have
sin(y) = %: ~ = arcsin (%) radians ~ 41.81° and v = 7 — arcsin (%) radians ~ 138.19°. At
this point, we pause to see if it makes sense that we actually have two viable cases to consider.
As we have discussed, both candidates for + are ‘compatible’ with the given angle-side pair
(o, a) = (30°,3) in that both choices for v can fit in a triangle with « and both have a sine of
%. The only other given piece of information is that ¢ = 4 units. Since ¢ > a, it must be true
that +, which is opposite ¢, has greater measure than « which is opposite a. In both cases,
v > «, so both candidates for v are compatible with this last piece of given information as
well. Thus have two triangles on our hands. In the case v = arcsin (%) radians ~ 41.81°, we
find® B ~ 180° — 30° — 41.81° = 108.19°. Using the Law of Sines with the angle-side opposite
pair (o, a) and S, we find b ~ % ~ 5.70 units. In the case v = m — arcsin (%) radians
~ 138.19°, we repeat the exact same steps and find 3 ~ 11.81° and b ~ 1.23 units.” Both

triangles are drawn below.

N A
c=4 B =~ 108.19° a=3
'\(a:30° VR ALSI a = 30°
4 ~ 138.19°
b~ 5.70 b~1.23
6. For this last problem we repeat the usual Law of Sines routine to find that Sm(v) = w SO
that sin(y) = 5. Since 7 must inhabit a triangle with o = 30°, we must have 0° <7y < 150°.

Since the measure of v must be strictly less than 150°, there is just one angle which satisfies
both required conditions, namely v = 30°. So 8 = 180° — 30° — 30° = 120° and, using the

Law of Sines one last time, b = % = 4/3 ~ 6.93 units.
.
c=4 B =120° a=4
\voz = 30° v = 307‘
b~ 6.93 H

Some remarks about Example 11.2.2 are in order. We first note that if we are given the measures
of two of the angles in a triangle, say o and (3, the measure of the third angle ~ is uniquely

5To find an exact expression for 3, we convert everything back to radians: o = 30° = & radians, vy = arcsin (%)

radians and 180° = 7 radians. Hence, 8 =7 — & — arcsin (%) = %’r — arcsin (3) radians ~ 108.19°.

"An exact answer for § in this case is 8 = arcsin (%) — & radians ~ 11.81°.
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determined using the equation v = 180° — a — 5. Knowing the measures of all three angles of a
triangle completely determines its shape. If in addition we are given the length of one of the sides
of the triangle, we can then use the Law of Sines to find the lengths of the remaining two sides
to determine the size of the triangle. Such is the case in numbers 1 and 2 above. In number 1,
the given side is adjacent to just one of the angles — this is called the ‘Angle-Angle-Side’ (AAS)
case.® In number 2, the given side is adjacent to both angles which means we are in the so-called
‘Angle-Side-Angle’ (ASA) case. If, on the other hand, we are given the measure of just one of the
angles in the triangle along with the length of two sides, only one of which is adjacent to the given
angle, we are in the ‘Angle-Side-Side’ (ASS) case.’ In number 3, the length of the one given side a
was too short to even form a triangle; in number 4, the length of a was just long enough to form a
right triangle; in 5, @ was long enough, but not too long, so that two triangles were possible; and
in number 6, side a was long enough to form a triangle but too long to swing back and form two.
These four cases exemplify all of the possibilities in the Angle-Side-Side case which are summarized
in the following theorem.

Theorem 11.3. Suppose («, a) and (v, ¢) are intended to be angle-side pairs in a triangle where
«, a and ¢ are given. Let h = ¢sin(«)

e If a < h, then no triangle exists which satisfies the given criteria.
e If a = h, then v = 90° so exactly one (right) triangle exists which satisfies the criteria.

e If h < a < ¢, then two distinct triangles exist which satisfy the given criteria.

e If a > ¢, then 7 is acute and exactly one triangle exists which satisfies the given criteria

Theorem 11.3 is proved on a case-by-case basis. If a < h, then a < ¢sin(«). If a triangle were
to exist, the Law of Sines would have w = w so that sin(y) = CSH;(O‘) > 2 =1, which is

impossible. In the figure below, we see geometrically why this is the case.

<~ o—

h = csin(a) a = h = csin(a)

e e

a < h, no triangle a=h,v=90°

Simply put, if a < h the side a is too short to connect to form a triangle. This means if a > h,
we are always guaranteed to have at least one triangle, and the remaining parts of the theorem

81f this sounds familiar, it should. From high school Geometry, we know there are four congruence conditions for
triangles: Angle-Angle-Side (AAS), Angle-Side-Angle (ASA), Side-Angle-Side (SAS) and Side-Side-Side (SSS). If we
are given information about a triangle that meets one of these four criteria, then we are guaranteed that exactly one
triangle exists which satisfies the given criteria.

9In more reputable books, this is called the ‘Side-Side-Angle’ or SSA case.
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tell us what kind and how many triangles to expect in each case. If a = h, then a = csin(«) and

sin(a) sin(v) csin(a)

the Law of Sines gives =~ = =_7* so that sin(y) = =~ = 2 = 1. Here, v = 90° as required.

Moving along, now suppose h < a < c. As before, the Law of Sines'® gives sin(y) = %@ Since

h < a, csin(a) < a or < 1 which means there are two solutions to sin(y) = %@‘) an
acute angle which we’ll call ~,, and its supplement, 180° — ~,. We need to argue that each of
these angles ‘fit’ into a triangle with «. Since (o, a) and (7,,c) are angle-side opposite pairs, the
assumption ¢ > a in this case gives us v, > «. Since 7, is acute, we must have that « is acute as
well. This means one triangle can contain both a and ~,, giving us one of the triangles promised in
the theorem. If we manipulate the inequality v, > « a bit, we have 180° —~, < 180° —a which gives
(180° — 79) + a < 180°. This proves a triangle can contain both of the angles « and (180° — ~,),
giving us the second triangle predicted in the theorem. To prove the last case in the theorem, we
assume a > c¢. Then « > ~, which forces v to be an acute angle. Hence, we get only one triangle

in this case, completing the proof.

csin(a)
a

Cc h a

V@ Ty

h < a < ¢, two triangles a > ¢, one triangle

One last comment before we use the Law of Sines to solve an application problem. In the Angle-
Side-Side case, if you are given an obtuse angle to begin with then it is impossible to have the two
triangle case. Think about this before reading further.

Example 11.2.3. Sasquatch Island lies off the coast of Ippizuti Lake. Two sightings, taken 5 miles
apart, are made to the island. The angle between the shore and the island at the first observation
point is 30° and at the second point the angle is 45°. Assuming a straight coastline, find the
distance from the second observation point to the island. What point on the shore is closest to the
island? How far is the island from this point?

Solution. We sketch the problem below with the first observation point labeled as P and the
second as ). In order to use the Law of Sines to find the distance d from @ to the island, we first
need to find the measure of 5 which is the angle opposite the side of length 5 miles. To that end,
we note that the angles v and 45° are supplemental, so that v = 180° — 45° = 135°. We can now

find 8 = 180° — 30° — v = 180° — 30° — 135° = 15°. By the Law of Sines, we have Sin(‘éoo) = sin(515°)
55sin(30°)

Sn(i50) ~ 9.66 miles. Next, to find the point on the coast closest to the island,

which we’ve labeled as C, we need to find the perpendicular distance from the island to the coast.!!

which gives d =

'"Remember, we have already argued that a triangle exists in this case!
1Do you see why C must lie to the right of Q?
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Let x denote the distance from the second observation point @) to the point C' and let y denote the
distance from C' to the island. Using Theorem 10.4, we get sin (45°) = 4. After some rearranging,
we find y = dsin (45°) ~ 9.66 (@) ~ 6.83 miles. Hence, the island is approximately 6.83 miles

from the coast. To find the distance from @ to C, we note that § = 180° — 90° — 45° = 45° so
by symmetry,'? we get = y ~ 6.83 miles. Hence, the point on the shore closest to the island is
approximately 6.83 miles down the coast from the second observation point.

Sasquatch Island Sasquatch Island

d ~ 9.66 miles d =~ 9.66 miles y miles
30° 45° 45°
v \V Shoreline \V L
P Q Q C
5 miles x miles
O

We close this section with a new formula to compute the area enclosed by a triangle. Its proof uses
the same cases and diagrams as the proof of the Law of Sines and is left as an exercise.

Theorem 11.4. Suppose («,a), (5,b) and (v, ¢) are the angle-side opposite pairs of a triangle.
Then the area A enclosed by the triangle is given by

1. . 1 . 1 .
A= §bcsm(a) = Qacsm(ﬁ) = §absm(’y)

Example 11.2.4. Find the area of the triangle in Example 11.2.2 number 1.

Solution. From our work in Example 11.2.2 number 1, we have all three angles and all three sides
to work with. However, to minimize propagated error, we choose A = %ac sin(f) from Theorem
11.4 because it uses the most pieces of given information. We are given a = 7 and 8 = 45°, and we

calculated ¢ = :1?’11?1(2132)) . Using these values, we find A = 1(7) <ler:?1(21§§))) sin (45°) =~ 5.18 square

units. The reader is encouraged to check this answer against the results obtained using the other
formulas in Theorem 11.4. O

120r by Theorem 10.4 again ...
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11.2.1 EXERCISES

In Exercises 1 - 20, solve for the remaining side(s) and angle(s) if possible. As in the text, («,a),
(8,b) and (7, ¢) are angle-side opposite pairs.

1. a=13° g=17°,a=5 2. a=732° B=54.1° a =117

3. a=095° B =85° a=33.33 4. o =95° B =62° a=33.33

5. a=117°, a = 35, b =42 6. a =117°, a =45, b =42

7. «=68.7°, a =288, b=092 8 a=42° a=17, b= 235

9. a=68.7°, a="70,b=90 10. a=30° a=7,b=14

11. a« =42° a =39, b=23.5 12. v=153° a=53° c=28.01

13. @ =6° a =57 b=100 14. v =74.6°, c =3, a = 3.05

15. B =102° b=16.75, ¢ =13 16. f =102° b=16.75, ¢ =18

17. p=102° v =35° b=16.75 18. 5 =29.13°, v =83.95°, b = 314.15
19. v =120°, B =61°, ¢c=4 20. «=50° a=25,b=125

21. Find the area of the triangles given in Exercises 1, 12 and 20 above.

(Another Classic Application: Grade of a Road) The grade of a road is much like the pitch of a
roof (See Example 10.6.6) in that it expresses the ratio of rise/run. In the case of a road, this ratio
is always positive because it is measured going uphill and it is usually given as a percentage. For
example, a road which rises 7 feet for every 100 feet of (horizontal) forward progress is said to have
a 7% grade. However, if we want to apply any Trigonometry to a story problem involving roads
going uphill or downhill, we need to view the grade as an angle with respect to the horizontal. In
Exercises 22 - 24, we first have you change road grades into angles and then use the Law of Sines
in an application.

22. Using a right triangle with a horizontal leg of length 100 and vertical leg with length 7,
show that a 7% grade means that the road (hypotenuse) makes about a 4° angle with the
horizontal. (It will not be exactly 4°, but it’s pretty close.)

23. What grade is given by a 9.65° angle made by the road and the horizontal?!3

131 have friends who live in Pacifica, CA and their road is actually this steep. It’s not a nice road to drive.
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24. Along a long, straight stretch of mountain road with a 7% grade, you see a tall tree standing
perfectly plumb alongside the road.'* From a point 500 feet downhill from the tree, the angle
of inclination from the road to the top of the tree is 6°. Use the Law of Sines to find the
height of the tree. (Hint: First show that the tree makes a 94° angle with the road.)

(Another Classic Application: Bearings) In the next several exercises we introduce and work with
the navigation tool known as bearings. Simply put, a bearing is the direction you are heading
according to a compass. The classic nomenclature for bearings, however, is not given as an angle in
standard position, so we must first understand the notation. A bearing is given as an acute angle
of rotation (to the east or to the west) away from the north-south (up and down) line of a compass
rose. For example, N40°E (read “40° east of north”) is a bearing which is rotated clockwise 40°
from due north. If we imagine standing at the origin in the Cartesian Plane, this bearing would
have us heading into Quadrant I along the terminal side of § = 50°. Similarly, S50°W would point
into Quadrant III along the terminal side of § = 220° because we started out pointing due south
(along 6 = 270°) and rotated clockwise 50° back to 220°. Counter-clockwise rotations would be
found in the bearings N60°W (which is on the terminal side of § = 150°) and S27°E (which lies
along the terminal side of § = 297°). These four bearings are drawn in the plane below.

N
N40°E
N60°W
o | 40°
60°_| 40°
W E
50° 70
S50°W
S27°F
S

The cardinal directions north, south, east and west are usually not given as bearings in the fashion
described above, but rather, one just refers to them as ‘due north’; ‘due south’; ‘due east’ and ‘due
west’, respectively, and it is assumed that you know which quadrantal angle goes with each cardinal
direction. (Hint: Look at the diagram above.)

25. Find the angle 6 in standard position with 0° < 6 < 360° which corresponds to each of the
bearings given below.

(a) due west (b) S83°E (¢) N5.5°E (d) due south

4The word ‘plumb’ here means that the tree is perpendicular to the horizontal.
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26.

27.

28.

29.

30.

31.

32.

APPLICATIONS OF TRIGONOMETRY
(e) N31.25°W (f) S72°41'12"W1° (g) N45°E (h) S45°W

The Colonel spots a campfire at a of bearing N42°E from his current position. Sarge, who
is positioned 3000 feet due east of the Colonel, reckons the bearing to the fire to be N20°W
from his current position. Determine the distance from the campfire to each man, rounded
to the nearest foot.

A hiker starts walking due west from Sasquatch Point and gets to the Chupacabra Trailhead
before she realizes that she hasn’t reset her pedometer. From the Chupacabra Trailhead she
hikes for 5 miles along a bearing of N53°W which brings her to the Muffin Ridge Observatory.
From there, she knows a bearing of S65°E will take her straight back to Sasquatch Point.
How far will she have to walk to get from the Muffin Ridge Observatory to Sasquach Point?
What is the distance between Sasquatch Point and the Chupacabra Trailhead?

The captain of the SS Bigfoot sees a signal flare at a bearing of N15°E from her current
location. From his position, the captain of the HMS Sasquatch finds the signal flare to be at
a bearing of N75°W. If the SS Bigfoot is 5 miles from the HMS Sasquatch and the bearing
from the SS Bigfoot to the HMS Sasquatch is N50°E, find the distances from the flare to each
vessel, rounded to the nearest tenth of a mile.

Carl spies a potential Sasquatch nest at a bearing of N10°E and radios Jeff, who is at a bearing
of N50°E from Carl’s position. From Jeff’s position, the nest is at a bearing of ST0°W. If Jeff
and Carl are 500 feet apart, how far is Jeff from the Sasquatch nest? Round your answer to
the nearest foot.

A hiker determines the bearing to a lodge from her current position is S40°W. She proceeds
to hike 2 miles at a bearing of S20°E at which point she determines the bearing to the lodge
is S75°W. How far is she from the lodge at this point? Round your answer to the nearest
hundredth of a mile.

A watchtower spots a ship off shore at a bearing of N70°E. A second tower, which is 50 miles
from the first at a bearing of S80°E from the first tower, determines the bearing to the ship
to be N25°W. How far is the boat from the second tower? Round your answer to the nearest
tenth of a mile.

Skippy and Sally decide to hunt UFOs. One night, they position themselves 2 miles apart on
an abandoned stretch of desert runway. An hour into their investigation, Skippy spies a UFO
hovering over a spot on the runway directly between him and Sally. He records the angle of
inclination from the ground to the craft to be 75° and radios Sally immediately to find the
angle of inclination from her position to the craft is 50°. How high off the ground is the UFO
at this point? Round your answer to the nearest foot. (Recall: 1 mile is 5280 feet.)

158ee Example 10.1.1 in Section 10.1 for a review of the DMS system.
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33.

34.
35.

36.

37.

38.

The angle of depression from an observer in an apartment complex to a gargoyle on the
building next door is 55°. From a point five stories below the original observer, the angle of
inclination to the gargoyle is 20°. Find the distance from each observer to the gargoyle and
the distance from the gargoyle to the apartment complex. Round your answers to the nearest
foot. (Use the rule of thumb that one story of a building is 9 feet.)

Prove that the Law of Sines holds when AABC' is a right triangle.

Discuss with your classmates why knowing only the three angles of a triangle is not enough
to determine any of the sides.

Discuss with your classmates why the Law of Sines cannot be used to find the angles in the
triangle when only the three sides are given. Also discuss what happens if only two sides and
the angle between them are given. (Said another way, explain why the Law of Sines cannot

be used in the SSS and SAS cases.)

Given a = 30° and b = 10, choose four different values for a so that

(a) the information yields no triangle
(

)
b) the information yields exactly one right triangle
(c) the information yields two distinct triangles

)

(d) the information yields exactly one obtuse triangle

Explain why you cannot choose a in such a way as to have a = 30°, b = 10 and your choice
of a yield only one triangle where that unique triangle has three acute angles.

Use the cases and diagrams in the proof of the Law of Sines (Theorem 11.2) to prove the
area formulas given in Theorem 11.4. Why do those formulas yield square units when four
quantities are being multiplied together?
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11.2.2 ANSWERS

a=13° B=17° ~=150°

L a=5 b~6.50 c=11.11
Information does not
3. .
produce a triangle
5 Information does not
" produce a triangle
, A= 68.7° [ ~T6.9° v~ 34.4°
" a=388 b=092 ¢~ 53.36
a=68.7" [f~103.1° ~=8.2°
a = 88 b=92 ¢~ 13.47
Information does not
9. .
produce a triangle
T 42° B~ 23.78° v~ 114.22°
" a=39 b=235 c~ 53.15
13 = 6° [~ 169.43° =~ 4.57°
" a=57 b=100 c =~ 43.45
a=6° g=x10.57° v~ 163.43°
a=57 b=100 ¢~ 155.51
15 @~ 28.61° B =102° ~~49.39°
" a=820 b=16.75 c¢=13
17 @= 43° [ =102° ~=35°
" a=11.68 b=16.75 c¢=9.82
19 Information does not

produce a triangle

10.

12.

14.

16.

18.

20.

APPLICATIONS OF TRIGONOMETRY

a=1732° [f=54.1° y=0527°
a =117 b~99.00 c=97.22
a=95° [=62° ~=23°

a=33.33 b=29.54 c=13.07

a=117° [f~56.3° ~=~6.7°

a =45 b=42 c~ 5.89
a=42° [ =67.66° ~=70.34°
a=17 b=23.5 c~ 2393
a=42° [ ~112.34° ~ = 25.66°
a=17 b=23.5 c~11.00

a=30° B=090° ~=060°

a=7 b=14 c¢=7V3
a=>53 [=T74° ~=53°
a=2801 b=~33.71 c¢=28.01

a =~ T78.59° [~ 26.81° ~=74.6°
a=3.05 b~ 1.40 c=3

a =~ 101.41° B~ 3.99° v =74.6°
a=3.05 b~ 0.217 ¢=3

Information does not
produce a triangle

a=66.92° [ =29.13° ~ =83.95°
a~593.69 b=314.15 c~641.75

a=050° [ ~2252° ~=~107.48°
a=25 b=125 c~31.13

21. The area of the triangle from Exercise 1 is about 8.1 square units.
The area of the triangle from Exercise 12 is about 377.1 square units.
The area of the triangle from Exercise 20 is about 149 square units.

22. arctan (=) &~ 0.699 radians, which is equivalent to 4.004°
100

23. About 17%

24. About 53 feet
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25.

26.

27.

28.

29.
30.
31.
32.
33.

(a) 0 =180° (b) 6 =353° (c) 6 =84.5° (d) 9 =270°
(e) 6 =121.25° (f) 6 =197°18'48" (g) 6 =45° (h) 0 = 225°
The Colonel is about 3193 feet from the campfire.
Sarge is about 2525 feet to the campfire.

The distance from the Muffin Ridge Observatory to Sasquach Point is about 7.12 miles.
The distance from Sasquatch Point to the Chupacabra Trailhead is about 2.46 miles.

The SS Bigfoot is about 4.1 miles from the flare.
The HMS Sasquatch is about 2.9 miles from the flare.

Jeff is about 371 feet from the nest.

She is about 3.02 miles from the lodge

The boat is about 25.1 miles from the second tower.
The UFO is hovering about 9539 feet above the ground.

The gargoyle is about 44 feet from the observer on the upper floor.
The gargoyle is about 27 feet from the observer on the lower floor.
The gargoyle is about 25 feet from the other building.
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11.3 THE LAw OF COSINES

In Section 11.2, we developed the Law of Sines (Theorem 11.2) to enable us to solve triangles in
the ‘Angle-Angle-Side’ (AAS), the ‘Angle-Side-Angle’ (ASA) and the ambiguous ‘Angle-Side-Side’
(ASS) cases. In this section, we develop the Law of Cosines which handles solving triangles in the
‘Side-Angle-Side’ (SAS) and ‘Side-Side-Side’ (SSS) cases.! We state and prove the theorem below.

Theorem 11.5. Law of Cosines: Given a triangle with angle-side opposite pairs (a, a), (3, b)
and (v, ¢), the following equations hold

a® = b* 4 ¢ — 2bccos(a) b? = a? + ¢ — 2accos(p) & = a® 4+ b* — 2abcos(y)

or, solving for the cosine in each equation, we have

b2 + 2 — a? (ﬂ)_az-l—cQ—bz ()_a2+b2—c2
T CoS = cos(y) = 5ah

2ac
To prove the theorem, we consider a generic triangle with the vertex of angle « at the origin with
side b positioned along the positive z-axis.

cos(a) =

B = (ccos(a), esin(a))

From this set-up, we immediately find that the coordinates of A and C' are A(0,0) and C(b,0).
From Theorem 10.3, we know that since the point B(z,y) lies on a circle of radius ¢, the coordinates

'Here, ‘Side-Angle-Side’ means that we are given two sides and the ‘included’ angle - that is, the given angle is
adjacent to both of the given sides.
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of B are B(x,y) = B(ccos(a), csin(a)). (This would be true even if a were an obtuse or right angle
so although we have drawn the case when « is acute, the following computations hold for any angle
a drawn in standard position where 0 < o < 180°.) We note that the distance between the points
B and C' is none other than the length of side a. Using the distance formula, Equation 1.1, we get

a = +/(ccos(a) —b)2 + (csin(a) — 0)2

a? = <\/(ccos(a) —b)2 +¢? sin2(a)>2

a? = (ccos(a)—b)%+ Zsin?(a)

a? = c%cos?(a) — 2bccos(a) + b2 + ?sin?(a)

a? = ¢ (cos?(a) + sin*(a)) + b — 2bc cos(a)

a’> = (1) +b? — 2bccos(a) Since cos?(a) + sin*(a) = 1
a’? = ¢+ b?—2bccos(a)

The remaining formulas given in Theorem 11.5 can be shown by simply reorienting the triangle
to place a different vertex at the origin. We leave these details to the reader. What’s important
about a and « in the above proof is that («,a) is an angle-side opposite pair and b and ¢ are the
sides adjacent to a — the same can be said of any other angle-side opposite pair in the triangle.
Notice that the proof of the Law of Cosines relies on the distance formula which has its roots in the
Pythagorean Theorem. That being said, the Law of Cosines can be thought of as a generalization
of the Pythagorean Theorem. If we have a triangle in which v = 90°, then cos(y) = cos (90°) =0
so we get the familiar relationship ¢? = a? +b%. What this means is that in the larger mathematical
sense, the Law of Cosines and the Pythagorean Theorem amount to pretty much the same thing.?

Example 11.3.1. Solve the following triangles. Give exact answers and decimal approximations
(rounded to hundredths) and sketch the triangle.

1. 8 =50° a =7 units, ¢ = 2 units 2. a = 4 units, b = 7 units, ¢ = 5 units
Solution.

1. We are given the lengths of two sides, a = 7 and ¢ = 2, and the measure of the included
angle, 8 = 50°. With no angle-side opposite pair to use, we apply the Law of Cosines. We
get b = 72 + 22 — 2(7)(2) cos (50°) which yields b = /53 — 28 cos (50°) ~ 5.92 units. In
order to determine the measures of the remaining angles « and ~y, we are forced to used the
derived value for b. There are two ways to proceed at this point. We could use the Law of
Cosines again, or, since we have the angle-side opposite pair (,b) we could use the Law of
Sines. The advantage to using the Law of Cosines over the Law of Sines in cases like this
is that unlike the sine function, the cosine function distinguishes between acute and obtuse
angles. The cosine of an acute is positive, whereas the cosine of an obtuse angle is negative.
Since the sine of both acute and obtuse angles are positive, the sine of an angle alone is not

2This shouldn’t come as too much of a shock. All of the theorems in Trigonometry can ultimately be traced back
to the definition of the circular functions along with the distance formula and hence, the Pythagorean Theorem.



912

APPLICATIONS OF TRIGONOMETRY

enough to determine if the angle in question is acute or obtuse. Since both authors of the
textbook prefer the Law of Cosines, we proceed with this method first. When using the Law
of Cosines, it’s always best to find the measure of the largest unknown angle first, since this
will give us the obtuse angle of the triangle if there is one. Since the largest angle is opposite
the longest side, we choose to find « first. To that end, we use the formula cos(a) = %
and substitute a = 7, b = /53 — 28 cos (50°) and ¢ = 2. We get?

~ 2—"Tcos(50°)
/53 — 28 cos (50°)

cos(a)

Since « is an angle in a triangle, we know the radian measure of o must lie between 0 and 7
radians. This matches the range of the arccosine function, so we have

Q = arccos 2 — 705 (50°) radians =~ 114.99°
/53 — 28 cos (50°)

At this point, we could find v using v = 180° — o — § =~ 180° — 114.99° — 50° = 15.01°,
that is if we trust our approximation for a. To minimize propagation of error, however, we

could use the Law of Cosines again,* in this case using cos(y) = %. Plugging in a = 7,

= — o = — M 3 ~ [¢]
b= /53 —28cos (50°) and ¢ = 2, we get v = arccos <\/m> radians ~ 15.01°. We

sketch the triangle below.

R 15.01°$

b~ 5.92

As we mentioned earlier, once we’ve determined b it is possible to use the Law of Sines to
find the remaining angles. Here, however, we must proceed with caution as we are in the
ambiguous (ASS) case. It is advisable to first find the smallest of the unknown angles, since
we are guaranteed it will be acute.® In this case, we would find v since the side opposite
is smaller than the side opposite the other unknown angle, «. Using the angle-side opposite

. sin(y) _ sin(50°) : ~ o
pair (3,0), we get —1* = o525 con50)” The usual calculations produces v =~ 15.01° and

a=180° — 3 — v~ 180° — 50° — 15.01° = 114.99°.

. Since all three sides and no angles are given, we are forced to use the Law of Cosines. Following

our discussion in the previous problem, we find § first, since it is opposite the longest side,

b. We get cos(f) = % = —%, so we get 3 = arccos (—é) radians =~ 101.54°. As in

3after simplifying ...
4Your instructor will let you know which procedure to use. It all boils down to how much you trust your calculator.
5There can only be one obtuse angle in the triangle, and if there is one, it must be the largest.
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the previous problem, now that we have obtained an angle-side opposite pair (3, b), we could
proceed using the Law of Sines. The Law of Cosines, however, offers us a rare opportunity
to find the remaining angles using only the data given to us in the statement of the problem.

Using this, we get v = arccos (%) radians =~ 44.42° and « = arccos (%) radians =~ 34.05°.

LN
8~ 101.54°

O

We note that, depending on how many decimal places are carried through successive calculations,
and depending on which approach is used to solve the problem, the approximate answers you
obtain may differ slightly from those the authors obtain in the Examples and the Exercises. A
great example of this is number 2 in Example 11.3.1, where the approzimate values we record for
the measures of the angles sum to 180.01°, which is geometrically impossible. Next, we have an

application of the Law of Cosines.
Example 11.3.2. A researcher wishes to determine the width of a vernal pond as drawn below.

From a point P, he finds the distance to the eastern-most point of the pond to be 950 feet, while
the distance to the western-most point of the pond from P is 1000 feet. If the angle between the

two lines of sight is 60°, find the width of the pond.

/’F
e
4
Ve
s |
e |
b
7 I
- |
b
- i
Ve
B |
27 11000 feet

v |

// !

s |

< |

Ve
- |
7

*_ 60° !
\\\\\\\ /l

=~ |

950 feet -—-_,

P

Solution. We are given the lengths of two sides and the measure of an included angle, so we may
apply the Law of Cosines to find the length of the missing side opposite the given angle. Calling
this length w (for width), we get w? = 9502 + 1000% — 2(950)(1000) cos (60°) = 952500 from which

we get w = /952500 ~ 976 feet. O
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In Section 11.2, we used the proof of the Law of Sines to develop Theorem 11.4 as an alternate
formula for the area enclosed by a triangle. In this section, we use the Law of Cosines to derive
another such formula - Heron’s Formula.

Theorem 11.6. Heron’s Formula: Suppose a, b and ¢ denote the lengths of the three sides
of a triangle. Let s be the semiperimeter of the triangle, that is, let s = %(a + b+ ¢). Then the
area A enclosed by the triangle is given by

A=+/s(s—a)(s—b)(s—c)

We prove Theorem 11.6 using Theorem 11.4. Using the convention that the angle ~ is opposite the
side ¢, we have A = %ab sin(y) from Theorem 11.4. In order to simplify computations, we start by
manipulating the expression for A2.

A2 = <;ab sin(’)/))?

1
= ZaQb2 sin?(y)

a’b?
- T4 (1 —cos?(y)) since sin®*(y) =1 — cos?(7).

The Law of Cosines tells us cos(y) = %, so substituting this into our equation for A? gives
A% = (124()2 (1 — cos?(7))
a2p? | a’? 4+ b? — 2 2
-4 1= < 2ab )
e[ (e 02)2]
4 4a2b?
e (40202 — (a2 +b% — C2)2]
4 4a2b?
B 4a2b2_— (a2 +b% — 02)2
16
_ (2ab)? — (a® + b? — 02)2
16
(2ab — [(IQ + b — 02]) (2ab + [a2 + b2 — 02])

= 1 difference of squares.

(62 —a® + 2ab — 62) (a2 + 2ab + b — 02)
16
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(02 — [az — 2ab + b2]) ([a2 + 2ab + 62] — 02)

A2 =
16
= (02 —(a- b)2)1é(a b7 - 02) perfect square trinomials.
= (c—(a—b))(ct(a— b)ié(a +b) —o)e+b)+c) difference of squares.
(bt c—a)la+c—=b)la+b—c)la+b+c)
B 16
~ (b+tc—a) (a+c—b) (a+b—-c) (a+b+c)
B 2 2 2 2

At this stage, we recognize the last factor as the semiperimeter, s = %(a +b+c) = %b*c. To

complete the proof, we note that

( )_a—i-b—i-c _atbt+c—2a b+c—a
ST T “= 2 T

atc—=b __ atb—c
5=2 and (s — ¢) = “5==. Hence, we get

Similarly, we find (s — b) =
(b+c—a) (a+c—b) (a+b—c) (a+b+c)
2 2 2 2

= (s—a)(s—b)(s—¢)s

A =

so that A = /s(s —a)(s — b)(s — ¢) as required.
We close with an example of Heron’s Formula.

Example 11.3.3. Find the area enclosed of the triangle in Example 11.3.1 number 2.

Solution. We are given a =4, b =7 and ¢ = 5. Using these values, we find s = %(4 +7+5) =38,
(s—a)=8—-4=4,(s—b)=8—-7=1and (s —c) =8—5=3. Using Heron’s Formula, we get
A= /s(s—a)(s—b)(s—c)=+/(8)(4)(1)(3) = V96 = 4/6 ~ 9.80 square units. O
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11.3.1 EXERCISES

In Exercises 1 - 10, use the Law of Cosines to find the remaining side(s) and angle(s) if possible.

1.

3.

a=17 b=12, v=59.3° 2. a=104° b=25, ¢ =37
a =153, p =8.2° c=153 4. a=3,b=4, v=90°
La=120°b=3, c=4 6. a=7, b=10, c=13
a=1,b=2,¢c=5 8. a =300, b =302, c =48
.a=5,b=5c¢c=5 10. a=5,b=12,;c=13

In Exercises 11 - 16, solve for the remaining side(s) and angle(s), if possible, using any appropriate

technique.
11. a =18, a =63°, b =20 12. a =37, b=45, ¢ =26
13. a =16, a =63°, b= 20 14. a =22, a=63° b=20
15. a=42° b=117, ¢ =88 16. B =7° ~=170° ¢ =98.6
17. Find the area of the triangles given in Exercises 6, 8 and 10 above.

18.

19.

20.

21.

The hour hand on my antique Seth Thomas schoolhouse clock in 4 inches long and the minute
hand is 5.5 inches long. Find the distance between the ends of the hands when the clock reads
four o’clock. Round your answer to the nearest hundredth of an inch.

A geologist wants to measure the diameter of a crater. From her camp, it is 4 miles to the
northern-most point of the crater and 2 miles to the southern-most point. If the angle between
the two lines of sight is 117°, what is the diameter of the crater? Round your answer to the
nearest hundredth of a mile.

From the Pedimaxus International Airport a tour helicopter can fly to Cliffs of Insanity Point
by following a bearing of N8.2°E for 192 miles and it can fly to Bigfoot Falls by following
a bearing of S68.5°FE for 207 miles.’ Find the distance between Cliffs of Insanity Point and
Bigfoot Falls. Round your answer to the nearest mile.

Cliffs of Insanity Point and Bigfoot Falls from Exericse 20 above both lie on a straight stretch
of the Great Sasquatch Canyon. What bearing would the tour helicopter need to follow to
go directly from Bigfoot Falls to Cliffs of Insanity Point? Round your angle to the nearest
tenth of a degree.

5Please refer to Page 905 in Section 11.2 for an introduction to bearings.
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22.

23.

24.

25.

26.

27.

A naturalist sets off on a hike from a lodge on a bearing of S80°W. After 1.5 miles, she
changes her bearing to S17°W and continues hiking for 3 miles. Find her distance from the
lodge at this point. Round your answer to the nearest hundredth of a mile. What bearing
should she follow to return to the lodge? Round your angle to the nearest degree.

The HMS Sasquatch leaves port on a bearing of N23°E and travels for 5 miles. It then
changes course and follows a heading of S41°E for 2 miles. How far is it from port? Round
your answer to the nearest hundredth of a mile. What is its bearing to port? Round your
angle to the nearest degree.

The SS Bigfoot leaves a harbor bound for Nessie Island which is 300 miles away at a bearing
of N32°E. A storm moves in and after 100 miles, the captain of the Bigfoot finds he has
drifted off course. If his bearing to the harbor is now S7T0°W, how far is the SS Bigfoot from
Nessie Island? Round your answer to the nearest hundredth of a mile. What course should
the captain set to head to the island? Round your angle to the nearest tenth of a degree.

From a point 300 feet above level ground in a firetower, a ranger spots two fires in the Yeti
National Forest. The angle of depression” made by the line of sight from the ranger to the
first fire is 2.5° and the angle of depression made by line of sight from the ranger to the second
fire is 1.3°. The angle formed by the two lines of sight is 117°. Find the distance between
the two fires. Round your answer to the nearest foot. (Hint: In order to use the 117° angle
between the lines of sight, you will first need to use right angle Trigonometry to find the
lengths of the lines of sight. This will give you a Side-Angle-Side case in which to apply the
Law of Cosines.)

fire *.
e Fe.. 117°

firetower

If you apply the Law of Cosines to the ambiguous Angle-Side-Side (ASS) case, the result
is a quadratic equation whose variable is that of the missing side. If the equation has no
positive real zeros then the information given does not yield a triangle. If the equation has
only one positive real zero then exactly one triangle is formed and if the equation has two
distinct positive real zeros then two distinct triangles are formed. Apply the Law of Cosines
to Exercises 11, 13 and 14 above in order to demonstrate this result.

Discuss with your classmates why Heron’s Formula yields an area in square units even though
four lengths are being multiplied together.

"See Exercise 78 in Section 10.3 for the definition of this angle.
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11.3.2 ANSWERS

1.

11.

13.

15.

17.

18.
19.
20.
21.
22.
23.
24.

25.

o~ 35.54° B~ 85.16° v =159.3° 5 A= 104° 5 ~29.40° ~ ~ 46.60°
a="7 b=12 c~ 10.36 " a~4941 b=25 c =37
o~ 85.90° B =82° ~~85.90° g O 36.87° B ~53.13° 4=090°

a =153 b=~ 21.88 ¢=153 " a=3 b=4 c=5
a=120° [~ 25.28° = 34.72° 6 o~ 32.31° [~ 49.58° ~ =~ 98.21°
a=+v37T b=3 c=4 Ca="7 b=10 c=13
Information does not g @ ~ 83.05° [~ 87.81° ~=09.14°
produce a triangle " a =300 b= 302 c=148
a=60° g=60° v=060° 10, &% 22.62° B ~67.38° v =90°
a=>5 b=5 c=5 " a=5 =12 c=13
a=63° [~98.11° ~~ 18.89° 1o, @F 55.30° B =~ 89.40° ~ =~ 35.30°
a=18 b=20 c~6.54 T a=37 b=45 c=26
a=63" [~8189° v=~35.11°

a=18 b=20 c~11.62

Information does not o= 63° [ =~=54.1° ~=~62.9°
produce a triangle T a=22 b=20 c~21.98
a=42° [=~=89.23° ~~48.77° 16, &% 3° B=17  4=170°
a=~7830 b=117 c= 88 T a=~29.72 b=69.2 ¢c=986

The area of the triangle given in Exercise 6 is v/1200 = 201/3 ~ 34.64 square units.
The area of the triangle given in Exercise 8 is v/51764375 ~ 7194.75 square units.
The area of the triangle given in Exercise 10 is exactly 30 square units.

The distance between the ends of the hands at four o’clock is about 8.26 inches.
The diameter of the crater is about 5.22 miles.

About 313 miles

N31.8°W

She is about 3.92 miles from the lodge and her bearing to the lodge is N37°E.
It is about 4.50 miles from port and its heading to port is S47°W.

It is about 229.61 miles from the island and the captain should set a course of N16.4°E to
reach the island.

The fires are about 17456 feet apart. (Try to avoid rounding errors.)
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11.4 PoLAR COORDINATES

In Section 1.1, we introduced the Cartesian coordinates of a point in the plane as a means of
assigning ordered pairs of numbers to points in the plane. We defined the Cartesian coordinate
plane using two number lines — one horizontal and one vertical — which intersect at right angles at a
point we called the ‘origin’. To plot a point, say P(—3,4), we start at the origin, travel horizontally
to the left 3 units, then up 4 units. Alternatively, we could start at the origin, travel up 4 units,
then to the left 3 units and arrive at the same location. For the most part, the ‘motions’ of the
Cartesian system (over and up) describe a rectangle, and most points can be thought of as the
corner diagonally across the rectangle from the origin.! For this reason, the Cartesian coordinates
of a point are often called ‘rectangular’ coordinates. In this section, we introduce a new system for
assigning coordinates to points in the plane — polar coordinates. We start with an origin point,
called the pole, and a ray called the polar axis. We then locate a point P using two coordinates,
(r,0), where r represents a directed distance from the pole? and # is a measure of rotation from
the polar axis. Roughly speaking, the polar coordinates (r,6) of a point measure ‘how far out’ the
point is from the pole (that’s r), and ‘how far to rotate’ from the polar axis, (that’s ).

Y

P(-3,4) ;

A

P(r,0)

24 h 6
N ‘/\
} } } » Polar Axis

4 -3 -2 —1 1 2 3 4 = Pole r

ol
31
41

For example, if we wished to plot the point P with polar coordinates (4, %’r), we’d start at the pole,

move out along the polar axis 4 units, then rotate %’T radians counter-clockwise.

— 57
0=

Pole ' ' ' Pole Pole

We may also visualize this process by thinking of the rotation first.> To plot P (4, %’r) this way,

we rotate %’r counter-clockwise from the polar axis, then move outwards from the pole 4 units.

!Excluding, of course, the points in which one or both coordinates are 0.

?We will explain more about this momentarily.

3As with anything in Mathematics, the more ways you have to look at something, the better. The authors
encourage the reader to take time to think about both approaches to plotting points given in polar coordinates.
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Essentially we are locating a point on the terminal side of %’r which is 4 units away from the pole.

5T
. . P (4, %)
S g =5z g =5
\/\ y/{ 6
¥ :
Pole ' ' ' ' Pole ' ' ' ' Pole ' '

If r < 0, we begin by moving in the opposite direction on the polar axis from the pole. For example,
to plot @ (—3.5, %) we have

If we interpret the angle first, we rotate 7 radians, then move back through the pole 3.5 units.

Here we are locating a point 3.5 units away from the pole on the terminal side of %’r, not 7.

As you may have guessed, # < 0 means the rotation away from the polar axis is clockwise instead

of counter-clockwise. Hence, to plot R (3.5, —%) we have the following.

r=3.5
Pole \W' C “Pole

o".
R(3.5,-3F)

From an ‘angles first’ approach, we rotate —%’r then move out 3.5 units from the pole. We see that

R is the point on the terminal side of § = —%f which is 3.5 units from the pole.
N i ;
K 0=-3r 0=-3r

."
2 » R (35 %)
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The points Q and R above are, in fact, the same point despite the fact that their polar coordinate
representations are different. Unlike Cartesian coordinates where (a,b) and (c,d) represent the
same point if and only if a = ¢ and b = d, a point can be represented by infinitely many polar
coordinate pairs. We explore this notion more in the following example.

Example 11.4.1. For each point in polar coordinates given below plot the point and then give

two additional expressions for the point, one of which has > 0 and the other with r < 0.

1. P(2,240°) 2. P(—4,T7) 3. P(117,-%F) 4. P(-3,-%)

Solution.

1. Whether we move 2 units along the polar axis and then rotate 240° or rotate 240° then move
out 2 units from the pole, we plot P (2,240°) below.

(\ b =207
Pole Pole

’ P (2,240°)

We now set about finding alternate descriptions (r, §) for the point P. Since P is 2 units from
the pole, r = £2. Next, we choose angles 0 for each of the r values. The given representation
for P is (2,240°) so the angle § we choose for the r = 2 case must be coterminal with 240°.
(Can you see why?) One such angle is # = —120° so one answer for this case is (2, —120°). For
the case r = —2, we visualize our rotation starting 2 units to the left of the pole. From this
position, we need only to rotate # = 60° to arrive at location coterminal with 240°. Hence,
our answer here is (—2,60°). We check our answers by plotting them.

'Pol_e
[ —t + t ——> [ [ + + 4 4
\/;_/0 = —120° 0— 600\ Pole
/
/
» -
P (2,—120°) P (—2,60°)

2. We plot (—4, %’r) by first moving 4 units to the left of the pole and then rotating %’r radians.
Since 7 = —4 < 0, we find our point lies 4 units from the pole on the terminal side of .

Pole
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To find alternate descriptions for P, we note that the distance from P to the pole is 4 units, so
any representation (r, ) for P must have r = +4. As we noted above, P lies on the terminal
side of ¢, so this, coupled with r = 4, gives us (4 ”) as one of our answers. To find a different

’6
representation for P with » = —4, we may choose any angle coterminal with the angle in the
original representation of P (—4, %r) We pick —%” and get (— , —%”) as our second answer.
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To plot P (117,—57”), we move along the polar axis 117 units from the pole and rotate

clockwise 2 radians as illustrated below.

2
Pole ;"‘Pole -

¥ o
P (117,-31)

Since P is 117 units from the pole, any representation (r, ) for P satisfies r = +117. For the
r = 117 case, we can take 6 to be any angle coterminal with —57“. In this case, we choose
0= 37”, and get (1177 37“) as one answer. For the r = —117 case, we visualize moving left 117
units from the pole and then rotating through an angle ¢ to reach P. We find that 6 = 5
satisfies this requirement, so our second answer is (—117, g)
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4. We move three units to the left of the pole and follow up with a clockwise rotation of 7
radians to plot P (—3, —g). We see that P lies on the terminal side of ?jf.

Since P lies on the terminal side of ?jf, one alternative representation for P is (37 %Tﬂ) To

find a different representation for P with » = —3, we may choose any angle coterminal with
—7- We choose 6 = %” for our final answer (—3, %r)

O

Now that we have had some practice with plotting points in polar coordinates, it should come as
no surprise that any given point expressed in polar coordinates has infinitely many other represen-
tations in polar coordinates. The following result characterizes when two sets of polar coordinates
determine the same point in the plane. It could be considered as a definition or a theorem, depend-
ing on your point of view. We state it as a property of the polar coordinate system.

Equivalent Representations of Points in Polar Coordinates

Suppose (r,0) and (r/,6") are polar coordinates where r # 0, ' # 0 and the angles are measured
in radians. Then (r,6) and (1, 0") determine the same point P if and only if one of the following
is true:

e ' =r and 0’ = 0 + 27k for some integer k

e ' =—rand ¢ =6+ (2k + 1)7 for some integer k

All polar coordinates of the form (0, ) represent the pole regardless of the value of 6.

The key to understanding this result, and indeed the whole polar coordinate system, is to keep in
mind that (r,60) means (directed distance from pole, angle of rotation). If » = 0, then no matter
how much rotation is performed, the point never leaves the pole. Thus (0,0) is the pole for all
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values of 6. Now let’s assume that neither » nor r’ is zero. If (r,60) and (r/,6’) determine the same
point P then the (non-zero) distance from P to the pole in each case must be the same. Since this
distance is controlled by the first coordinate, we have that either ' = r or ' = —r. If ' = r, then
when plotting (r,0) and (r/,0’), the angles 6 and 6’ have the same initial side. Hence, if (r,6) and
(r',0") determine the same point, we must have that 6" is coterminal with §. We know that this
means 0 = 0 + 2wk for some integer k, as required. If, on the other hand, ' = —r, then when
plotting (r,6) and (r/,6’), the initial side of ¢’ is rotated 7 radians away from the initial side of
6. In this case, # must be coterminal with m + 6. Hence, §/ = m + 6 + 2wk which we rewrite as
0’ = 0+ (2k + 1)~ for some integer k. Conversely, if 7’/ = r and §' = 6+ 27k for some integer k, then
the points P (r,0) and P’ (1, 6") lie the same (directed) distance from the pole on the terminal sides
of coterminal angles, and hence are the same point. Now suppose ' = —r and ' = 6 + (2k + 1)«
for some integer k. To plot P, we first move a directed distance r from the pole; to plot P’, our
first step is to move the same distance from the pole as P, but in the opposite direction. At this
intermediate stage, we have two points equidistant from the pole rotated exactly 7w radians apart.
Since ' = 0 + (2k + 1)m = (0 + 7) + 27k for some integer k, we see that 6’ is coterminal to (6 + )
and it is this extra 7 radians of rotation which aligns the points P and P’.

Next, we marry the polar coordinate system with the Cartesian (rectangular) coordinate system.
To do so, we identify the pole and polar axis in the polar system to the origin and positive z-axis,
respectively, in the rectangular system. We get the following result.

Theorem 11.7. Conversion Between Rectangular and Polar Coordinates: Suppose P
is represented in rectangular coordinates as (x,y) and in polar coordinates as (r, ). Then

e z =rcos(f) and y = rsin(f)
e 22+ y? =72 and tan(f) = % (provided x # 0)

In the case r > 0, Theorem 11.7 is an immediate consequence of Theorem 10.3 along with the

quotient identity tan(f) = z;r:((g)) If » < 0, then we know an alternate representation for (r,6)
is (—r,0 4+ 7). Since cos(f + m) = —cos(#) and sin(f + m) = —sin(#), applying the theorem to

(=70 + m) gives x = (—r)cos(d + ) = (—r)(—cos(f)) = rcos(d) and y = (—r)sin(d + m) =
(=r)(—sin(f)) = rsin(g). Moreover, 2?4+ y* = (—r)? = r?, and £ = tan(f + 7) = tan(f), so the
theorem is true in this case, too. The remaining case is r = 0, in which case (r,0) = (0,0) is the
pole. Since the pole is identified with the origin (0,0) in rectangular coordinates, the theorem in
this case amounts to checking ‘0 = 0.” The following example puts Theorem 11.7 to good use.

Example 11.4.2. Convert each point in rectangular coordinates given below into polar coordinates

with 7 > 0 and 0 < 6 < 27. Use exact values if possible and round any approximate values to two
decimal places. Check your answer by converting them back to rectangular coordinates.

1. P(2,-2V3) 2. Q(—3,-3) 3. R(0,—3) 4. S(-3,4)
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Solution.

1. Even though we are not explicitly told to do so, we can avoid many common mistakes by taking
the time to plot the points before we do any calculations. Plotting P (2, —2\/3) shows that
it lies in Quadrant IV. With z = 2 and y = —2v/3, we get 72 = 22 + 2 = (2)% + (—2\/§)2 -
4+ 12 =16 so r = +4. Since we are asked for » > 0, we choose r = 4. To find #, we have
that tan(f) = £ = %\/g = —+/3. This tells us # has a reference angle of T, and since P
lies in Quadrant 1V, we know 6 is a Quadrant IV angle. We are asked to have 0 < 6 < 2,

so we choose 6 = %’r Hence, our answer is (4, %’T) To check, we convert (r,6) = (4, %’r)

back to rectangular coordinates and we find x = rcos(f) = 4cos (5—”) =4 (%) = 2 and

3
y = rsin(f) = 4sin () = (—@) = —2+/3, as required.

2. The point Q(—3, —3) lies in Quadrant I1I. Using x = y = —3, we get r? = (=3)2+(-3)? = 18
so r = £v18 = +3v/2. Since we are asked for r > 0, we choose r = 3v2. We find
tan(d) = =3 = 1, which means 6 has a reference angle of 7. Since @ lies in Quadrant III,

3
we choose 6 = %’r,

(r,0) = (3 2, %r) To check, we find 2 = rcos(f) = (3v/2) cos (%r) = (3v2) (—g) = -3
and y = rsin(f) = (3v/2)sin (2F) = (3v2) (—g) = —3, so we are done.

which satisfies the requirement that 0 < # < 2w. Our final answer is

Yy Y
4 0:5?7" 9:%
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P has rectangular coordinates (2, —2v/3) @ has rectangular coordinates (—3, —3)
P has polar coordinates (4, %) @ has polar coordinates (3 2, %’r)

3. The point R(0,—3) lies along the negative y-axis. While we could go through the usual
computations? to find the polar form of R, in this case we can find the polar coordinates of R
using the definition. Since the pole is identified with the origin, we can easily tell the point R
is 3 units from the pole, which means in the polar representation (r, ) of R we know r = +£3.
Since we require r > 0, we choose r = 3. Concerning 6, the angle 0 = 37“ satisfies 0 < 0 < 27

4Since = = 0, we would have to determine 6 geometrically.
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with its terminal side along the negative y-axis, so our answer is (3, 37”) To check, we note
x =rcos(f) =3cos (2) = (3)(0) = 0 and y = rsin(f) = 3sin (2F) = 3(-1) = -3,

. The point S(—3,4) lies in Quadrant II. With z = —3 and y = 4, we get r? = (—3)2+(4)? = 25

so r = +5. As usual, we choose r = 5 > 0 and proceed to determine . We have tan(f) =

= _i3 = —%, and since this isn’t the tangent of one the common angles, we resort to using
the arctangent function. Since 6 lies in Quadrant II and must satisfy 0 < 6 < 27, we choose

4

4

0 = m — arctan (g) radians. Hence, our answer is (r,0) = (5,7r — arctan (7)) ~ (5,2.21). To

3

check our answers requires a bit of tenacity since we need to simplify expressions of the form:

4

4

cos (7r — arctan (7)) and sin (7r — arctan (g)) These are good review exercises and are hence

3

left to the reader. We find cos (77 — arctan (%)) = % and sin (7r — arctan (%)) = % , so that
x =rcos(f) = (5) (—%) = —3 and y = rsin(f) = (5) (%) = 4 which confirms our answer.
y Yy
L S e E
\
L 0==" L Ozﬂfarctan(%)

R has rectangular coordinates (0, —3)

. 3
R has polar coordinates (3, 7”)

N,

4 4 4
T T T T o

S has rectangular coordinates (—3,4)

S has polar coordinates (5,7 — arctan (%))

O

Now that we’ve had practice converting representations of points between the rectangular and polar
coordinate systems, we now set about converting equations from one system to another. Just as
we’ve used equations in x and y to represent relations in rectangular coordinates, equations in the
variables r and 6 represent relations in polar coordinates. We convert equations between the two
systems using Theorem 11.7 as the next example illustrates.

Example 11.4.3.

1. Convert each equation in rectangular coordinates into an equation in polar coordinates.

(a) (=3 +y>=9

(b) y=—x

(c)y==

2. Convert each equation in polar coordinates into an equation in rectangular coordinates.

(a) r= -3

(c) m=1—cos(0)
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Solution.

1. One strategy to convert an equation from rectangular to polar coordinates is to replace every
occurrence of x with rcos() and every occurrence of y with rsin(f) and use identities to
simplify. This is the technique we employ below.

(a) We start by substituting = r cos(#) and y = sin(f) into (z—3)?+y? = 9 and simplifying.
With no real direction in which to proceed, we follow our mathematical instincts and
see where they take us.’

(rcos(f) — 3)% + (rsin(9))? = 9

2 cos2(#) — 6r cos() 4+ 9 + r? sin%(9) 9
% (cos?(0) + sin?(6)) — 6rcos(d) = 0 Subtract 9 from both sides.
7?2 —6rcos(f) = 0 Since cos?(f) +sin?(0) =1

) 0

Factor.

We get 7 = 0 or r = 6 cos(f). From Section 7.2 we know the equation (x —3)2 +¢y? =9
describes a circle, and since r = 0 describes just a point (namely the pole/origin), we
choose r = 6 cos(#) for our final answer.%

(b) Substituting z = rcos(f) and y = rsin(f) into y = —x gives rsin(f) = —rcos(f).
Rearranging, we get r cos(#) + rsin(f) = 0 or r(cos(#) +sin(f)) = 0. This gives r = 0 or
cos(6) + sin(f) = 0. Solving the latter equation for 6, we get § = —7 + 7k for integers
k. As we did in the previous example, we take a step back and think geometrically.
We know y = —x describes a line through the origin. As before, r = 0 describes the
origin, but nothing else. Consider the equation § = —7. In this equation, the variable
r is free,” meaning it can assume any and all values including r = 0. If we imagine
plotting points (r, —7) for all conceivable values of r (positive, negative and zero), we
are essentially drawing the line containing the terminal side of § = —7 which is none
other than y = —x. Hence, we can take as our final answer § = —7 here.®

(c) We substitute x = rcos(#) and y = rsin(f) into y = x and get rsin(f) = (r cos(6))?, or
72 cos?(6) — rsin(f) = 0. Factoring, we get r(r cos?(#) — sin(#)) = 0 so that either r = 0

or rcos?(f) = sin(f). We can solve the latter equation for » by dividing both sides of

the equation by cos?(#), but as a general rule, we never divide through by a quantity

that may be 0. In this particular case, we are safe since if cos?(#) = 0, then cos(#) = 0,

and for the equation rcos?() = sin(f) to hold, then sin(f) would also have to be 0.

Since there are no angles with both cos(f) = 0 and sin(f) = 0, we are not losing any

SExperience is the mother of all instinct, and necessity is the mother of invention. Study this example and see
what techniques are employed, then try your best to get your answers in the homework to match Jeff’s.

5Note that when we substitute § = 7 into r = 6 cos(f), we recover the point 7 = 0, so we aren’t losing anything
by disregarding r = 0.

"See Section 8.1.

8We could take it to be any of § = —7 + mk for integers k.
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information by dividing both sides of rcos?(f) = sin(f) by cos?(#). Doing so, we get
sin(0)

~ cos2(0)’

r = sec(f) tan(#) (let # = 0), so we state the latter as our final answer.

or r = sec(f) tan(#). As before, the r = 0 case is recovered in the solution

2. As a general rule, converting equations from polar to rectangular coordinates isn’t as straight
forward as the reverse process. We could solve 12 = 22 + y? for r to get r = +£+/22 + y2
and solving tan(§) = ¥ requires the arctangent function to get § = arctan (£) + 7k for
integers k. Neither of these expressions for r and 6 are especially user-friendly, so we opt for
a second strategy — rearrange the given polar equation so that the expressions 2 = 22 + y2,
rcos(f) = x, rsin(f) =y and/or tan(f) = £ present themselves.

(a) Starting with r = —3, we can square both sides to get 72 = (—3)% or 72 = 9. We may now
substitute 72 = 2% + 32 to get the equation 2 + 4% = 9. As we have seen,’ squaring an
equation does not, in general, produce an equivalent equation. The concern here is that
the equation 72 = 9 might be satisfied by more points than » = —3. On the surface, this
appears to be the case since 2 = 9 is equivalent to = £3, not just » = —3. However,
any point with polar coordinates (3,6) can be represented as (—3,6 + 7), which means
any point (r,6) whose polar coordinates satisfy the relation r = 43 has an equivalent!”
representation which satisfies r = —3.

(b) We take the tangent of both sides the equation 6 = 4% to get tan(f) = tan (4F) = v/3.
Since tan(f) = £, we get £ = V3 or y = zv/3. Of course, we pause a moment to wonder
4

if, geometrically, the equations § = = and y = xv/3 generate the same set of points.'!

The same argument presented in number 1b applies equally well here so we are done.
(c) Once again, we need to manipulate 7 = 1 — cos(f) a bit before using the conversion
formulas given in Theorem 11.7. We could square both sides of this equation like we did
in part 2a above to obtain an r? on the left hand side, but that does nothing helpful for
the right hand side. Instead, we multiply both sides by r to obtain r2 = r — 7 cos().
We now have an r2 and an rcos(f) in the equation, which we can easily handle, but
we also have another r to deal with. Rewriting the equation as r = r% + rcos(f)
and squaring both sides yields r? = ('r2 + rcos(@))z. Substituting r? = 22 4+ y? and

rcos(f) = x gives 22 + ¢y = (;U2 + 92 —1—33)2. Once again, we have performed some

9Exercise 5.3.1 in Section 5.3, for instance ...

0Here, ‘equivalent’ means they represent the same point in the plane. As ordered pairs, (3,0) and (—3,7) are
different, but when interpreted as polar coordinates, they correspond to the same point in the plane. Mathematically
speaking, relations are sets of ordered pairs, so the equations > = 9 and r = —3 represent different relations since
they correspond to different sets of ordered pairs. Since polar coordinates were defined geometrically to describe the
location of points in the plane, however, we concern ourselves only with ensuring that the sets of points in the plane
generated by two equations are the same. This was not an issue, by the way, when we first defined relations as sets
of points in the plane in Section 1.2. Back then, a point in the plane was identified with a unique ordered pair given
by its Cartesian coordinates.

"1n addition to taking the tangent of both sides of an equation (There are infinitely many solutions to tan(0) = v/3,
and § = 47 is only one of them!), we also went from L= V/3, in which z cannot be 0, to y = z/3 in which we assume

3
x can be 0.
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algebraic maneuvers which may have altered the set of points described by the original
equation. First, we multiplied both sides by r. This means that now r = 0 is a viable
solution to the equation. In the original equation, r = 1 — cos(6), we see that § = 0 gives
r = 0, so the multiplication by r doesn’t introduce any new points. The squaring of
both sides of this equation is also a reason to pause. Are there points with coordinates
(r,0) which satisfy r* = (r? + rcos(&))2 but do not satisfy r = 72 + rcos()? Suppose
(r',0') satisfies r? = (r? + rcos(@))Z. Then ' = & ((r')? + 1/ cos(#)). If we have that
' = (r")?4r’ cos(¢'), we are done. What if ' = — ((r')® + 1/ cos(¢')) = —(r')2—1" cos(#)?
We claim that the coordinates (—r’,6" + 7), which determine the same point as (1, 6’),
satisfy 7 = r2 + r cos(f). We substitute r = —r' and § = ¢’ + 7 into r = r? + r cos(#) to
see if we get a true statement.

-~

_/]4/ —

— (—(7“’)2 r’ cos(6")

)2 4+ (=1 cos(0' + 7))

Il

)2 — 1" cos(6 + ) Since r’ = —(r")? — 1’ cos(#")

~

(—

) = (

(M2 + 1" cos(0) = (
(0) (

)
)2 —7'(— cos(8)) Since cos(#' + ) = — cos(¢)
L)

(r")2 + 1’ cos(¢' )2 + 1’ cos(8')

Since both sides worked out to be equal, (—r’,6 + ) satisfies r = r2 + r cos(#) which
means that any point (r,6) which satisfies r* = (r? + rcos(&))2 has a representation
which satisfies 7 = 72 + 7 cos(f), and we are done. O

In practice, much of the pedantic verification of the equivalence of equations in Example 11.4.3 is
left unsaid. Indeed, in most textbooks, squaring equations like » = —3 to arrive at 7> = 9 happens
without a second thought. Your instructor will ultimately decide how much, if any, justification is
warranted. If you take anything away from Example 11.4.3, it should be that relatively nice things
in rectangular coordinates, such as y = 22
next section, we devote our attention to graphing equations like the ones given in Example 11.4.3
number 2 on the Cartesian coordinate plane without converting back to rectangular coordinates.
If nothing else, number 2¢c above shows the price we pay if we insist on always converting to back
to the more familiar rectangular coordinate system.

, can turn ugly in polar coordinates, and vice-versa. In the
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11.4.1 EXERCISES

In Exercises 1 - 16, plot the point given in polar coordinates and then give three different expressions
for the point such that (a) r<0and 0<60 <27, (b)r>0andfd <0 (c)r>0andf>2r

T 7T 1 37 5 5w
1. (2,—) 2. (5, Y 4. (228
3 (57) s (55) 5%)

5. <12,—7g> 6. <3,—5I) 7. (2v2,—7) 8. <;—1‘Z,7r>
9. (—20,3n) 10. <—4, 5:) 11. <—1,2;> 12. (—3, g)
13. <—3,—1?) 14. (—2.5,—%) 15. <—f,—4;> 16. (—, —)
In Exercises 17 - 36, convert the point from polar coordinates into rectangular coordinates.
17. <5, 7:) 18. (2, g) 19. <11,—7g> 20. (—20, 37)

21.

D) m(n) =0 (=)

1
42, 37T> 26. (—117,1177) 27. (6, arctan(2)) 28. (10, arctan(3))

(&
(
2 (s (1)) . (sarcn (1))
(
(-

25.

31.

1
2, m — arctan <2>> 32. (—2, T — arctan (5))

3 2
1, ™ 4 arctan <4>> 34. <3, 7 + arctan (2\@))

33.

35. (m,arctan(m)) 36.

(@)

12
<13,arctan <5>>

In Exercises 37 - 56, convert the point from rectangular coordinates into polar coordinates with
r>0and 0 <60 < 2m.

37. (0,5) 38. (3,V3) 39. (7,-7) 40. (—3,—/3)

41. (-3,0) 42. (—v2,V2) 43. (—4,-4V3) 44. (ﬁ —1>

47 4
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45. (-130,—3f> 46. (—v/5,—V/5) 47. (6,8) 48. (v/5,2v/5)
49. (=8,1) 50. (—21/10,6+/10) 51. (—5,—12) 52. (—f—?)
53. (24,-7) 54. (12,-9) 55. (*f,‘f) 56. (—?,@)

In Exercises 57 - 76, convert the equation from rectangular coordinates into polar coordinates.
Solve for r in all but #60 through #63. In Exercises 60 - 63, you need to solve for 6

97. x =6 58. * = —3 59. y=17 60. y=20
6l. y=—=x 62. y=xv3 63. y =2z 64. z2 +9y% =25
65. x2 4 y> =117 66. y =4z — 19 67. x =3y +1 68. y = —3z2
69. 4z = 7> 70. 22 +92—2y=0 Tl 2> —dx+9y>=0 72 224+’ =2
73. y? =Ty — 22 74 (z+2)2%+y2=4

1 2
75 2?4 (y—3)°=9 76. 4x2—|—4<y—2> =1

In Exercises 77 - 96, convert the equation from polar coordinates into rectangular coordinates.

M.or=1 8. r=-3 79.r =12 80. 6= 7

81. 9:2§ 82. 0=m 83. 0= 3% 84. r =4cos(0)

85. br = cos(#) 86. r = 3sin(h) 87. r = —2sin(0) 88. 1 = Tsec(d)

89. 12r = csc(0) 90. r = —2sec(h) 91. r = —v/5csc(h) 92. r = 2sec(f) tan(6)
93. r = —csc(f)cot(d)  94. r? = sin(20) 95. r=1—2cos(f) 96. r = 1+ sin(6)

97. Convert the origin (0,0) into polar coordinates in four different ways.

98. With the help of your classmates, use the Law of Cosines to develop a formula for the distance
between two points in polar coordinates.
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11.4.2 ANSWERS

T 47 AY
1. (2,3),( 2,3)
9. 0™\ (o7 2 .
3 3 ,

I
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)
5. (12,—?), (—12, m) 0

197 177 N
12, ——— 12, — N
< ’ 6 > ’ ( ’ 6 > \\

>
12 -9 —6 -3 b z

51 T AY
6. 3’_Z ,<—3,4> ;
2

137 117 e
<3"4> ’ (3’ 4)

7. (2v2,-7), (—2v2,0) AY
(2v2, -37), (2v/2,3n) 3

7 13w 7 5w ALY
25 ) 2% ;

7T om 7 23w 3
G-5) ) 2

V.
—4 -3 -2 —1 1 2 3 4
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9. (—20,37), (=20, ) A
(20, —27), (20, 47) 1

D * >
—20 —10 10 20 T

w N
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13. <—3, —117T> (-3.%)

16. (—m,—m), (—m,m)
(m, —2m), (m,2m)

935
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P(E) o o (05) wo
1. <0§> 2. (2v3,-2) 23. (0,-9) 24. <_5‘2f 5‘{)
%. (21V3.21) 2. (117,0) . (“f 12v/5 > 28 (/10,3v/T0)
29, (-2-?) 30. (3, —4) 31, (-M M) 3. (g—“fj
Sl w2 e () s
63 wes)  w(eE) el
A Y Y

5. g“;) 16. <m 51) ar. <10 arctan< )) 48. (5, arctan (2))

1
49. | /65, ™ — arctan <8)> 50. (20, — arctan(3))

<
(

51, <13, 7 + arctan (152)) 52, <?1) 7 + arctan (2))
(

53. | 25,27 — arctan (;4)) 54. <15, 2w — arctan <i>>

55. \f, g) 56. (V13,7 — arctan(2))

57. r = 6sec(d) 58. r = —3sec(d) 59. r = Tcsc(6) 60. =0

61. 6 =21 62. 6=7% 63. 0 = arctan(2) 64. r =5

65. r = /117 66.7“2% 67.95:W133m(9) 68. r = —c(@)tan(d)

69. r = 4csc(f) cot(0) 70. r = 2sin(0) 71. r =4 cos(0) 72. r = cos(f)
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73.

e

81.

83.

85.

87.

89.

91.

93.

95.

97.

r = 7sin(0) 4. r = —4cos()
2?4y =49 78. 22+ 2 =9
y=—v3z

z=0

2
522 4+ 5y% =z or :1:—i +y2:L
10 100

2?4yt =2yor2®+(y+1)2=1

1
Y712
y=-Vb
Y =—a
(22 + 22 +¢2)% = 22 + 42

75.

79.

82.

84.

86.

88.

90.

92.

94.

96.

937
r = 6sin(0) 76. r = sin(0)
22 +y? =2 80. y==
y=0
2?2 +y?=4dxor (z—2)2+9y> =4

3 9
2 2 2
z“+y“=3yorx +<y > =

x=17
x=-2
2% =2y
(22 +12)% = 2ay

(22 + 12 +y)° = 22 + 42

2
Any point of the form (0,0) will work, e.g. (0,), (0,—117), <O, Zm) and (0,0).
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11.5 GRAPHS OF POLAR EQUATIONS

In this section, we discuss how to graph equations in polar coordinates on the rectangular coordinate
plane. Since any given point in the plane has infinitely many different representations in polar
coordinates, our ‘Fundamental Graphing Principle’ in this section is not as clean as it was for
graphs of rectangular equations on page 23. We state it below for completeness.

The Fundamental Graphing Principle for Polar Equations
The graph of an equation in polar coordinates is the set of points which satisfy the equation.
That is, a point P(r,#) is on the graph of an equation if and only if there is a representation of
P, say (r',0'), such that ' and 6’ satisfy the equation.

Our first example focuses on some of the more structurally simple polar equations.

Example 11.5.1. Graph the following polar equations.
1.r=4 2. r=-3V2 3.0="5¢ 4. 0=-21

Solution. In each of these equations, only one of the variables r and 6 is present making the other
variable free.! This makes these graphs easier to visualize than others.

1. In the equation r = 4, 0 is free. The graph of this equation is, therefore, all points which
have a polar coordinate representation (4, ), for any choice of §. Graphically this translates
into tracing out all of the points 4 units away from the origin. This is exactly the definition
of circle, centered at the origin, with a radius of 4.

U Yy
L 2
[ 3 »
N 7/
A + S
\/\ /\/
y T x 0>0
N |7
. — -
A1 e<o
7/ N
/\ /\
< T v
7 N
o« »
R 2
Inr =4, 0 is free The graph of r =4

2. Once again we have # being free in the equation r = —3+v/2. Plotting all of the points of the
form (—3v/2,0) gives us a circle of radius 3v/2 centered at the origin.

1See the discussion in Example 11.4.3 number 2a.
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In r = —3v/2, 0 is free The graph of r = —3v/2

3. In the equation 6 = %’r, r is free, so we plot all of the points with polar representation (r, ‘%’r)
What we find is that we are tracing out the line which contains the terminal side of § = %’T

when plotted in standard position.

U , Yy
4
41
r<0 I
o=2 | [
3( r=20 z —4 4 z
r >0 I
41
//
In 0= %’T, r is free The graph of § = %
4. As in the previous example, the variable r is free in the equation 6 = —37”. Plotting (r, —37”)

for various values of r shows us that we are tracing out the y-axis.
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y A
r>0 44
r=20
, y e C s
_ 3
0=—%
r<0 -4+
Y
_ 3 : _ 3T
In 0 = ==, ris free The graph of § = —=F n

Hopefully, our experience in Example 11.5.1 makes the following result clear.

Theorem 11.8. Graphs of Constant r and 6: Suppose a and « are constants, a # 0.

e The graph of the polar equation r = a on the Cartesian plane is a circle centered at the
origin of radius |al.

e The graph of the polar equation § = « on the Cartesian plane is the line containing the
terminal side of @ when plotted in standard position.

Suppose we wish to graph r = 6 cos(f). A reasonable way to start is to treat 6 as the independent
variable, r as the dependent variable, evaluate » = f(f) at some ‘friendly’ values of § and plot the
resulting points.? We generate the table below.

6 || 7 = 6cos(0) (r,0) y

0 6 (6,0)

(e e 1

5 0 (0,3)

T —3v2 | (=3v2. ) R
77 6 (=6, 7) 3 6
T e[ E)

5 o 0% o

F e e

2 6 (6,2m)

2For a review of these concepts and this process, see Sections 1.4 and 1.6.
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Despite having nine ordered pairs, we get only four distinct points on the graph. For this reason,
we employ a slightly different strategy. We graph one cycle of 7 = 6 cos(f) on the #r-plane® and use
it to help graph the equation on the xy-plane. We see that as 6 ranges from 0 to 7, r ranges from 6
to 0. In the zy-plane, this means that the curve starts 6 units from the origin on the positive z-axis
(6 = 0) and gradually returns to the origin by the time the curve reaches the y-axis (6 = 7). The
arrows drawn in the figure below are meant to help you visualize this process. In the Or-plane, the
arrows are drawn from the #-axis to the curve r = 6 cos(#). In the zy-plane, each of these arrows
starts at the origin and is rotated through the corresponding angle 6, in accordance with how we
plot polar coordinates. It is a less-precise way to generate the graph than computing the actual
function values, but it is markedly faster.

r Y
G4 \
0 runs from 0 to %
34
2'7r 2]
—31
—64

Next, we repeat the process as 6 ranges from § to m. Here, the r values are all negative. This
means that in the zy-plane, instead of graphing in Quadrant II, we graph in Quadrant IV, with all
of the angle rotations starting from the negative z-axis.

r )
6+ —
6 runs from 7 to
34
t z m— 3777 -
—31
r < 0 so we plot here

—64 /

As 0 ranges from 7 to 37”, the r values are still negative, which means the graph is traced out in

Quadrant I instead of Quadrant III. Since the |r| for these values of § match the r values for 6 in

3The graph looks exactly like 5 = 6 cos(z) in the zy-plane, and for good reason. At this stage, we are just graphing
the relationship between r and 6 before we interpret them as polar coordinates (r,6) on the xy-plane.
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[O, g], we have that the curve begins to retrace itself at this point. Proceeding further, we find
that when 37” < 0 < 27, we retrace the portion of the curve in Quadrant IV that we first traced
out as 5 < 6 < 7. The reader is invited to verify that plotting any range of # outside the interval

[0, 7] results in retracting some portion of the curve.* We present the final graph below.

r Y
6
-3 ]
—6l
r = 6cos(f) in the Or-plane r = 6cos(#) in the zy-plane

Example 11.5.2. Graph the following polar equations.
1. r =4 —2sin(0) 2. 7 =2+4cos(f) 3. 7 = 5sin(26) 4. r? = 16 cos(26)
Solution.

1. We first plot the fundamental cycle of r = 4 — 2sin(f) on the Or-axes. To help us visualize
what is going on graphically, we divide up [0, 27] into the usual four subintervals [0, g} , [g, 7r] ,
[7r, 37”] and [37”, 27T], and proceed as we did above. As ¢ ranges from 0 to 5, r decreases from
4 to 2. This means that the curve in the xy-plane starts 4 units from the origin on the positive
z-axis and gradually pulls in towards the origin as it moves towards the positive y-axis.

Y
170 runs from 0 to z

4The graph of r = 6 cos(f) looks suspiciously like a circle, for good reason. See number la in Example 11.4.3.
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Next, as 6 runs from 7 to 7, we see that r increases from 2 to 4. Picking up where we left

Y

r
| 6 runs from 7 ty/‘,—_\
e —

off, we gradually pull the graph away from the origin until we reach the negative z-axis.

3T
sweeps out away from the origin as it travels from the negative x-axis to the negative y-axis.

Over the interval [7r, o

], we see that r increases from 4 to 6. On the xy-plane, the curve

T

i

3T

0 runs from 7 to %
\

3

Finally, as 6 takes on values from =

to 27, r decreases from 6 back to 4. The graph on the
zy-plane pulls in from the negative y-axis to finish where we started.
y

r
6+ \\

44

/

0 runs from 37" to 2w

-

We leave it to the reader to verify that plotting points corresponding to values of 6 outside

the interval [0, 27] results in retracing portions of the curve, so we are finished.
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r Y
61
x
44
2
B
r =4 — 2sin(f) in the Or-plane r =4 — 2sin(f) in the xy-plane.

2. The first thing to note when graphing r = 2 + 4cos(f) on the Or-plane over the interval
[0,27] is that the graph crosses through the #-axis. This corresponds to the graph of the
curve passing through the origin in the xy-plane, and our first task is to determine when this

happens. Setting r = 0 we get 2 + 4cos(d) = 0, or cos(d) = —3. Solving for 6 in [0, 27]
gives 0 = 2{ and 6 = %’r. Since these values of 6§ are important geometrically, we break the

interval [0, 27] into six subintervals: [0, g], [g, %’T], [%’r,ﬂ], [77, %’T}, [%’r, 37”] and [37”,271}. As
0 ranges from 0 to 7, r decreases from 6 to 2. Plotting this on the zy-plane, we start 6 units
out from the origin on the positive z-axis and slowly pull in towards the positive y-axis.

us

1 0 runs from 0 to 5

| \

On the interval [g, %’T], r decreases from 2 to 0, which means the graph is heading into (and
2

will eventually cross through) the origin. Not only do we reach the origin when 6 = =, a
theorem from Calculus® states that the curve hugs the line § = %’r as it approaches the origin.

5The ‘tangents at the pole’ theorem from second semester Calculus.
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Y
64
44
ol
x
27 4
3 3

On the interval [%’rm], r ranges from 0 to —2. Since r < 0, the curve passes through the
origin in the zy-plane, following the line 6 = 2{ and continues upwards through Quadrant IV
towards the positive z-axis.® Since |r| is increasing from 0 to 2, the curve pulls away from

the origin to finish at a point on the positive z-axis.

N L

vy

Next, as 6 progresses from 7 to %’r, r ranges from —2 to 0. Since r < 0, we continue our
graph in the first quadrant, heading into the origin along the line § = %”.

SRecall that one way to visualize plotting polar coordinates (r,0) with » < 0 is to start the rotation from the left

side of the pole - in this case, the negative z-axis. Rotating between %’r and 7 radians from the negative z-axis in

this case determines the region between the line 6 = %" and the z-axis in Quadrant IV.
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On the interval [4{, 37”], r returns to positive values and increases from 0 to 2. We hug the
line 6 = %ﬂ as we move through the origin and head towards the negative y-axis.

N

™

As we round out the interval, we find that as 6 runs through 37” to 27, r increases from 2 out
to 6, and we end up back where we started, 6 units from the origin on the positive z-axis.

T

21

6 runs from 37” to 27




11.5 GRAPHS OF POLAR EQUATIONS 947

Again, we invite the reader to show that plotting the curve for values of 6 outside [0, 27|
results in retracing a portion of the curve already traced. Our final graph is below.

r

—91

r =2+ 4cos(f) in the fr-plane r =2+ 4cos(f) in the zy-plane

3. As usual, we start by graphing a fundamental cycle of r = 5sin(26) in the fr-plane, which in
this case, occurs as 0 ranges from 0 to w. We partition our interval into subintervals to help
us with the graphing, namely [0, ﬂ, [%, g], [%, %f] and [%T”, 7r]. As 0 ranges from 0 to 7, r
increases from 0 to 5. This means that the graph of r = 5sin(26) in the zy-plane starts at

the origin and gradually sweeps out so it is 5 units away from the origin on the line 6 = 7.

INER

Next, we see that r decreases from 5 to 0 as 6 runs through [%, %], and furthermore, r is

heading negative as 6 crosses 5. Hence, we draw the curve hugging the line § = 7 (the y-axis)
as the curve heads to the origin.
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ISER

As 0 runs from 7 to %’T, r becomes negative and ranges from 0 to —5. Since r < 0, the curve
pulls away from the negative y-axis into Quadrant IV.

r

For %’r < 0 <, r increases from —5 to 0, so the curve pulls back to the origin.

r
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Even though we have finished with one complete cycle of r = 5sin(260), if we continue plotting
beyond 0 = m, we find that the curve continues into the third quadrant! Below we present a
graph of a second cycle of r = 5sin(260) which continues on from the first. The boxed labels
on the #-axis correspond to the portions with matching labels on the curve in the zy-plane.

Y

e
&

We have the final graph below.

T

51
-5 -5
r = 5sin(26) in the Or-plane r = 5sin(26) in the xy-plane

4. Graphing r2 = 16 cos(26) is complicated by the 72, so we solve to get 7 = £/16 cos(20) =
+44/cos(20). How do we sketch such a curve? First off, we sketch a fundamental period
of r = cos(26) which we have dotted in the figure below. When cos(20) < 0, /cos(20) is

undefined, so we don’t have any values on the interval (%, %’r) On the intervals which remain,

cos(260) ranges from 0 to 1, inclusive. Hence, y/cos(260) ranges from 0 to 1 as well.” From
this, we know r = +44/cos(26) ranges continuously from 0 to +4, respectively. Below we
graph both r = 44/cos(26) and r = —44/cos(26) on the fr plane and use them to sketch the
corresponding pieces of the curve r2 = 16 cos(26) in the xy-plane. As we have seen in earlier

"Owing to the relationship between y = = and y = v/z over [0, 1], we also know /cos(20) > cos(20) wherever the
former is defined.
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examples, the lines § = 7 and 0 = ‘%’r, which are the zeros of the functions r = 4+44/cos(26),

serve as guides for us to draw the curve as is passes through the origin.

—4 4

r = 44/cos(26) and

r = —4,/cos(20)

As we plot points corresponding to values of 6 outside of the interval [0, 7], we find ourselves
retracing parts of the curve,® so our final answer is below.

r

NER s

T 5 on
4./ \

r = +4/cos(20) r? = 16 cos(26)
in the fr-plane in the zy-plane

O]

A few remarks are in order. First, there is no relation, in general, between the period of the function
f(0) and the length of the interval required to sketch the complete graph of r = f(0) in the zy-
plane. As we saw on page 941, despite the fact that the period of f(0) = 6 cos(0) is 27, we sketched
the complete graph of r = 6cos(f) in the xy-plane just using the values of 6 as 0 ranged from 0
to . In Example 11.5.2, number 3, the period of f(6) = 5sin(26) is 7, but in order to obtain the
complete graph of r = 5sin(26), we needed to run 6 from 0 to 27. While many of the ‘common’
polar graphs can be grouped into families,” the authors truly feel that taking the time to work
through each graph in the manner presented here is the best way to not only understand the polar

81n this case, we could have generated the entire graph by using just the plot r = 44/cos(26), but graphed over
the interval [0, 27] in the Or-plane. We leave the details to the reader.

9Numbers 1 and 2 in Example 11.5.2 are examples of ‘limacons,” number 3 is an example of a ‘polar rose,” and
number 4 is the famous ‘Lemniscate of Bernoulli.’
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coordinate system, but also prepare you for what is needed in Calculus. Second, the symmetry
seen in the examples is also a common occurrence when graphing polar equations. In addition to
the usual kinds of symmetry discussed up to this point in the text (symmetry about each axis and
the origin), it is possible to talk about rotational symmetry. We leave the discussion of symmetry
to the Exercises. In our next example, we are given the task of finding the intersection points of
polar curves. According to the Fundamental Graphing Principle for Polar Equations on page 938,
in order for a point P to be on the graph of a polar equation, it must have a representation P(r,6)
which satisfies the equation. What complicates matters in polar coordinates is that any given point
has infinitely many representations. As a result, if a point P is on the graph of two different polar
equations, it is entirely possible that the representation P(r,f) which satisfies one of the equations
does not satisfy the other equation. Here, more than ever, we need to rely on the Geometry as
much as the Algebra to find our solutions.

Example 11.5.3. Find the points of intersection of the graphs of the following polar equations.

1. r =2sin(f) and r = 2 — 2sin(h) 2. =2 and r = 3cos()
3. r=3and r = 6cos(20) 4. r = 3sin (g) and r = 3 cos (g)
Solution.

1. Following the procedure in Example 11.5.2, we graph r = 2sin(f) and find it to be a circle
centered at the point with rectangular coordinates (0,1) with a radius of 1. The graph of
r =2 — 2sin(#) is a special kind of limacon called a ‘cardioid.’'”

Y

r=2—2sin(f) and r = 2sin(0)

It appears as if there are three intersection points: one in the first quadrant, one in the second
quadrant, and the origin. Our next task is to find polar representations of these points. In

10Presumably, the name is derived from its resemblance to a stylized human heart.
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order for a point P to be on the graph of r = 2sin(#), it must have a representation P(r,0)
which satisfies r = 2sin(#). If P is also on the graph of r = 2—2sin(f), then P has a (possibly
different) representation P(r’,0") which satisfies ' = 2sin(#'). We first try to see if we can
find any points which have a single representation P(r,#) that satisfies both r = 2sin(6) and
r = 2 — 2sin(f). Assuming such a pair (r,0) exists, then equating!! the expressions for r
gives 2sin(f) = 2 — 2sin(6) or sin(f) = 3. From this, we get § = £ + 27k or 6 = 3T + 27k
for integers k. Plugging 0 = § into r = 2sin(f), we get r = 2sin (%) =2 (%) = 1, which
is also the value we obtain when we substitute it into » = 2 — 2sin(6). Hence, (1, %) is one
representation for the point of intersection in the first quadrant. For the point of intersection
in the second quadrant, we try 6 = ‘%’r. Both equations give us the point (1, %’r), so this is
our answer here. What about the origin? We know from Section 11.4 that the pole may be
represented as (0, 0) for any angle 6. On the graph of r = 2sin(6), we start at the origin when
6 = 0 and return to it at # = 7, and as the reader can verify, we are at the origin exactly
when 0 = 7k for integers k. On the curve r = 2 — 2sin(f), however, we reach the origin when
0 = 5, and more generally, when 6 = 7§ + 27k for integers k. There is no integer value of k
for which mk = 5 + 2wk which means while the origin is on both graphs, the point is never
reached simultaneously. In any case, we have determined the three points of intersection to

be (1, %), (1, %”) and the origin.

. As before, we make a quick sketch of » = 2 and r = 3 cos(f) to get feel for the number and

location of the intersection points. The graph of r = 2 is a circle, centered at the origin, with
a radius of 2. The graph of r» = 3 cos(f) is also a circle - but this one is centered at the point

with rectangular coordinates (%, O) and has a radius of %

r=2and r = 3 cos(0)

We have two intersection points to find, one in Quadrant I and one in Quadrant IV. Pro-
ceeding as above, we first determine if any of the intersection points P have a represen-
tation (r,0) which satisfies both 7 = 2 and r = 3cos(f). Equating these two expressions

for r, we get cos(f) = % To solve this equation, we need the arccosine function. We get

1We are really using the technique of substitution to solve the system of equations { :

2sin(6)
2 — 25in(0)
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0 = arccos (%) + 27k or 0 = 21 — arccos (%) + 27k for integers k. From these solutions, we get
(2, arccos (%)) as one representation for our answer in Quadrant I, and (2, 271 — arccos (%))

as one representation for our answer in Quadrant IV. The reader is encouraged to check these
results algebraically and geometrically.

3. Proceeding as above, we first graph r = 3 and r = 6cos(20) to get an idea of how many
intersection points to expect and where they lie. The graph of » = 3 is a circle centered at
the origin with a radius of 3 and the graph of 7 = 6 cos(26) is another four-leafed rose.'?

Y

r =3 and r = 6 cos(26)

It appears as if there are eight points of intersection - two in each quadrant. We first look to
see if there any points P(r, ) with a representation that satisfies both r = 3 and r = 6 cos(20).
For these points, 6 cos(26) = 3 or cos(26) = % Solving, we get 0 = ¢ + 7k or 0 = 5% + 7k
for integers k. Out of all of these solutions, we obtain just four distinct points represented
by (3, %), (3, %’r), (3, %’T) and (3, HT”) To determine the coordinates of the remaining four
points, we have to consider how the representations of the points of intersection can differ. We
know from Section 11.4 that if (r,0) and (r/, 0’) represent the same point and r # 0, then either
r=r"orr=—r". Ifr =7 then & = 0+27k, so one possibility is that an intersection point P
has a representation (r, #) which satisfies r = 3 and another representation (r, 0+27k) for some
integer, k& which satisfies 7 = 6 cos(26). At this point,'? if we replace every occurrence of  in
the equation r = 6 cos(260) with (#+27k) and then see if, by equating the resulting expressions
for r, we get any more solutions for 6. Since cos(2(0 + 27k)) = cos(20 + 47k) = cos(20) for
every integer k, however, the equation r = 6cos(2(6 + 27k)) reduces to the same equation
we had before, r = 6cos(260), which means we get no additional solutions. Moving on to
the case where r = —r’, we have that ¢ = 6 4+ (2k + 1) for integers k. We look to see
if we can find points P which have a representation (r,#) that satisfies r = 3 and another,

1286e Example 11.5.2 number 3.

13The authors have chosen to replace 8 with 6+ 27k in the equation r = 6 cos(20) for illustration purposes only. We
could have just as easily chosen to do this substitution in the equation r = 3. Since there is no € in r = 3, however,
this case would reduce to the previous case instantly. The reader is encouraged to follow this latter procedure in the
interests of efficiency.
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(—r,0 + (2k + 1)7), that satisfies r = 6cos(26). To do this, we substitute!* (—r) for » and
(0 + (2k + 1)) for @ in the equation r = 6cos(26) and get —r = 6cos(2(0 + (2k + 1)7)).
Since cos(2(0 + (2k + 1)m)) = cos(20 + (2k + 1)(27)) = cos(20) for all integers k, the equation
—r = 6cos(2(0 + (2k + 1)m)) reduces to —r = 6.cos(26), or r = —6cos(20). Coupling this
equation with r = 3 gives —6 cos(20) = 3 or cos(20) = —3. We get 0 = F+mkor6 = %” +7k.
From these solutions, we obtain'® the remaining four intersection points with representations
(—3, %), (—3, 2{), (—3, 4{) and (—3, %ﬁ), which we can readily check graphically.

As usual, we begin by graphing r = 3sin (g) and r = 3cos (g) Using the techniques
presented in Example 11.5.2, we find that we need to plot both functions as # ranges from
0 to 47 to obtain the complete graph. To our surprise and/or delight, it appears as if these
two equations describe the same curve!

34

r = 3sin (%) and r = 3 cos (g)

appear to determine the same curve in the xy-plane

To verify this incredible claim,'® we need to show that, in fact, the graphs of these two
equations intersect at all points on the plane. Suppose P has a representation (r,6) which

satisfies both r = 3sin (g) and r = 3cos (g) Equating these two expressions for r gives
the equation 3sin (%) = 3cos (g) While normally we discourage dividing by a variable
expression (in case it could be 0), we note here that if 3 cos (g) = 0, then for our equation

to hold, 3sin (g) = 0 as well. Since no angles have both cosine and sine equal to zero,

we are safe to divide both sides of the equation 3sin (g) = 3cos (g) by 3cos (%) to get

tan (%) = 1 which gives § = § + 2wk for integers k. From these solutions, however, we

14 Again, we could have easily chosen to substitute these into 7 = 3 which would give —r = 3, or r = —3.

15We obtain these representations by substituting the values for # into r = 6 cos(20), once again, for illustration
purposes. Again, in the interests of efficiency, we could ‘plug’ these values for 6 into 7 = 3 (where there is no 6) and
get the list of points: (3, %), (3, 2?”), (37 %’T) and (3, %’r) While it is not true that (3, %) represents the same point
as (—3, %), we still get the same set of solutions.

18 A quick sketch of r = 3sin (g) and r = 3 cos (g) in the fr-plane will convince you that, viewed as functions of r,
these are two different animals.
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get only one intersection point which can be represented by <5T‘/§, %) We now investigate
other representations for the intersection points. Suppose P is an intersection point with

a representation (r,0) which satisfies r = 3sin (%) and the same point P has a different

representation (7,6 + 2wk) for some integer k which satisfies r = 3cos (g) Substituting

into the latter, we get r = 3cos (1 [0 + 27k]) = 3cos (§ + k). Using the sum formula for
cosine, we expand 3 cos (g + k) = 3cos (g) cos(mk) — 3sin (g) sin (k) = 3 cos (g), since

sin(mk) = 0 for all integers k, and cos (rk) = £1 for all integers k. If k is an even integer,

we get the same equation r = 3cos (%) as before. If k is odd, we get r = —3cos (g) This
latter expression for r leads to the equation 3sin (g) = —3cos (g), or tan (%) = —1. Solving,
we get § = —F + 27wk for integers k, which gives the intersection point <¥, —g) Next,

we assume P has a representation (r,0) which satisfies r = 3sin (g) and a representation

(=7, 0 + (2k + 1)) which satisfies » = 3 cos (g) for some integer k. Substituting (—r) for
r and (0 + (2k + 1)) in for 6 into 7 = 3cos (4) gives —r = 3cos ([0 + (2k + 1)7]). Once
again, we use the sum formula for cosine to get

cos (3 [0+ (2k+ 1)7]) = cos (g + @
= cos (4) cos (D7) — sin () sin (2507)

= =£sin (g)

where the last equality is true since cos (@) = 0 and sin (@) = +1 for integers k.
Hence, —r = 3cos (§ [0 + (2k 4+ 1)7]) can be rewritten as r = +3sin (g) If we choose k =0,
then sin (M) =sin (Z) = 1, and the equation —r = 3cos (3 [0 + (2k + 1)]) in this case
reduces to —r = —3sin (g), or 7 = 3sin (g) which is the other equation under consideration!
What this means is that if a polar representation (r,6) for the point P satisfies r = 3sin(g),
then the representation (—r,6 + ) for P automatically satisfies r = 3 cos (%) Hence the

equations r = 3 sin(g) and r =3 cos(%) determine the same set of points in the plane. O

Our work in Example 11.5.3 justifies the following.

Guidelines for Finding Points of Intersection of Graphs of Polar Equations
To find the points of intersection of the graphs of two polar equations F, and F,:

e Sketch the graphs of E, and E,. Check to see if the curves intersect at the origin (pole).
e Solve for pairs (r,0) which satisfy both F, and FE,.

e Substitute (0 + 27k) for 6 in either one of E, or E, (but not both) and solve for pairs (r, )
which satisfy both equations. Keep in mind that k is an integer.

e Substitute (—r) for r and (6 4+ (2k 4+ 1)7) for @ in either one of E, or E, (but not both)
and solve for pairs (r,0) which satisfy both equations. Keep in mind that & is an integer.
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Our last example ties together graphing and points of intersection to describe regions in the plane.

Example 11.5.4. Sketch the region in the zy-plane described by the following sets.
<r<5sin(20),0<60 <%}
<r<6cos(20),0<0< %}

2 47
|2+4cos(f) <r <0, 5 <0<
<

}

Solution. Our first step in these problems is to sketch the graphs of the polar equations involved
to get a sense of the geometric situation. Since all of the equations in this example are found in
either Example 11.5.2 or Example 11.5.3, most of the work is done for us.

N

1. We know from Example 11.5.2 number 3 that the graph of = 5sin(26) is a rose. Moreover,
we know from our work there that as 0 < § < 7, we are tracing out the ‘leaf’ of the rose
which lies in the first quadrant. The inequality 0 < r < 5sin(26) means we want to capture
all of the points between the origin (r = 0) and the curve r = 5sin(26) as 6 runs through
[O, %] Hence, the region we seek is the leaf itself.

524

1

T

{(r,0)]0 <r <5sin(20),0<60 <3}

2. We know from Example 11.5.3 number 3 that r = 3 and r = 6 cos(20) intersect at 0 = §, so
the region that is being described here is the set of points whose directed distance r from the
origin is at least 3 but no more than 6 cos(20) as 6 runs from 0 to §. In other words, we are
looking at the points outside or on the circle (since r > 3) but inside or on the rose (since
r < 6cos(26)). We shade the region below.

y y

r =3 and 7 = 6 cos(26) {(r,0)|3<r<6cos(20),0<6<Z}
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3. From Example 11.5.2 number 2, we know that the graph of r = 2 + 4cos(f) is a limagon

whose ‘inner loop’ is traced out as € runs through the given values %’r to %’T. Since the values
r takes on in this interval are non-positive, the inequality 2 + 4 cos(f) < r < 0 makes sense,
and we are looking for all of the points between the pole r = 0 and the limagon as 6 ranges

over the interval [%’r, 4{] In other words, we shade in the inner loop of the limacon.
T
Yy
\\ |
\ ’
_2 /
0= ?’r Fo,
\ /
(N
NP
\|
/| x
/ |\
/7 T+ \
t 2- / \
iy _ 4 \
6 0=%5 1
/ \
, |

{(r,0)|2+4cos(d) <r <0, <6<}

. We have two regions described here connected with the union symbol ‘U.” We shade each
in turn and find our final answer by combining the two. In Example 11.5.3, number 1, we
found that the curves r = 2sin(¢) and r = 2 — 2sin(f) intersect when 6 = %. Hence, for the
first region, {(r,0)]0 < < 2sin(f),0 < < T}, we are shading the region between the origin
(r = 0) out to the circle (r = 2sin()) as # ranges from 0 to ¢, which is the angle of intersection
of the two curves. For the second region, {(r, 0)10<r<2-2sin(f), 5 <0< %}, 0 picks up
where it left off at & and continues to 5. In this case, however, we are shading from the origin
(r = 0) out to the cardioid r = 2 — 2sin(#) which pulls into the origin at § = 7. Putting
these two regions together gives us our final answer.

—
8
—
8
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11.5.1 EXERCISES

In Exercises 1 - 20, plot the graph of the polar equation by hand. Carefully label your graphs.

1. Circle: r = 6sin(f) 2. Circle: r = 2cos(6)

3. Rose: r = 2sin(26) 4. Rose: r = 4 cos(26)

5. Rose: 7 = 5sin(30) 6. Rose: r = cos(50)

7. Rose: r = sin(40) 8. Rose: r = 3 cos(46)

9. Cardioid: r = 3 — 3 cos(f) 10. Cardioid: r =5+ 5sin(f)
11. Cardioid: 7 = 2+ 2 cos(6) 12. Cardioid: 7 =1 — sin(6)
13. Limagon: r = 1 — 2 cos(f) 14. Limacon: r = 1 — 2sin(0)
15. Limagon: 7 = 2v/3 4 4 cos(6) 16. Limagon: r = 3 — 5cos(0)
17. Limagon: r = 3 — 5sin(6) 18. Limacon: r = 2 + 7sin(6)
19. Lemniscate: 72 = sin(26) 20. Lemniscate: r? = 4 cos(26)

In Exercises 21 - 30, find the exact polar coordinates of the points of intersection of graphs of the
polar equations. Remember to check for intersection at the pole (origin).

21. r =3cos(f) and r = 1 + cos(#) 22. r =1+sin(f) and r =1 — cos(0)
23. r=1-2sin(f) and r =2 24. r=1—2cos(f) and r =1

25. 7 = 2cos(f) and r = 21/3sin(0) 26. r = 3cos(f) and r = sin(0)

27. 72 = 4co0s(20) and r = /2 28. r? = 2sin(20) and r = 1

29. r =4cos(20) and r = 2 30. 7 =2sin(20) and r =1

In Exercises 31 - 40, sketch the region in the xy-plane described by the given set.
31. {(r,0)|0<r<3,0<6<2n} 32. {(r,0)|0 <r <4sin(d),0<0 <7}

33. {(r,0)|0<r<3cos(d), -3 <<%} 34. {(r,0)]0 <r <2sin(20),0< 9 < I}
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35. {(r,0)|0 <r < 4cos(26), —
37. {(r,0) |1+ cos(d) <r < 3cos(0), —
38.

39.
40.

{(n 0)|1 <r</2sin(20), &

{(r,0)|0 <r <2V/3sin(9)

): &
{(r,0)|0 <7 <2sin(20),0<0< Z}U{(r,0)[0<r<1,L<0<ZT}

),0<60<Z U{(r0)]0<r<2cos(d

36. {(7“79)‘1§7“§ 1_2008(9), % <40

959

3

In Exercises 41 - 50, use set-builder notation to describe the polar region. Assume that the region

contains its bounding curves.
41.
42.
43.
44.
45.
46.
47.
48.
49.
50.

The region inside the circle r = 5.

The region inside the circle » = 5 which lies in Quadrant III.

The region inside the left half of the circle r = 6sin(9).

The region inside the circle » = 4 cos() which lies in Quadrant IV.

The region inside the top half of the cardioid r = 3 — 3 cos(#)

The region inside the cardioid » = 2 — 2sin(f) which lies in Quadrants I and IV.

The inside of the petal of the rose r = 3 cos(46) which lies on the positive z-axis

The region inside the circle r = 5 but outside the circle r = 3.

The region which lies inside of the circle » = 3 cos(#) but outside of the circle r = sin(6)

The region in Quadrant I which lies inside both the circle r = 3 as well as the rose r = 6sin(260)

While the authors truly believe that graphing polar curves by hand is fundamental to your under-
standing of the polar coordinate system, we would be derelict in our duties if we totally ignored
the graphing calculator. Indeed, there are some important polar curves which are simply too dif-
ficult to graph by hand and that makes the calculator an important tool for your further studies
in Mathematics, Science and Engineering. We now give a brief demonstration of how to use the
graphing calculator to plot polar curves. The first thing you must do is switch the MODE of your
calculator to POL, which stands for “polar”.

T I ENG
i) 0iz:4cE7HED

OGN DEGREE

FUNC FAR [ SEQ
nnECTED T
EQUENTIAL TR
3 a+bi  FetAL

FU HORIZ G-T

SETCLOCH

Flatl Flote Flekz
1=
=
T EE
L e o
~E=
~E=

Flokl Flokz Flotz
w1 B3cos 480l
wPrEs

S ket

wPy=

“FE=

“FES
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This changes the “Y=" menu as seen above in the middle. Let’s plot the polar rose given by
r = 3cos(46) from Exercise 8 above. We type the function into the “r="
the right. We need to set the viewing window so that the curve displays properly, but when we
look at the WINDOW menu, we find three extra lines.

menu as seen above on

W T HOD W HOD
2rin=g TR=ter=. 1388996,
Bmax=6.2831853.. amin= 3
Bster=. 13829396, Bnax=3
amin=-3 necl=1
Anax=g Mmin=_—-3
necl=1 YMrax=2
4 min=H YMeol=2

In order for the calculator to be able to plot r = 3cos(40) in the zy-plane, we need to tell it not
only the dimensions which x and y will assume, but we also what values of # to use. From our
previous work, we know that we need 0 < 6 < 27, so we enter the data you see above. (I'll say
more about the f-step in just a moment.) Hitting GRAPH yields the curve below on the left which
doesn’t look quite right. The issue here is that the calculator screen is 96 pixels wide but only 64
pixels tall. To get a true geometric perspective, we need to hit ZOOM SQUARE (seen below in
the middle) to produce a more accurate graph which we present below on the right.

MEMORE"Y
03
2efoom In
St Zoom Out
4t Z0ecimal

25y are

: 25tandard

LZ2Trig

In function mode, the calculator automatically divided the interval [Xmin, Xmax]| into 96 equal
subintervals. In polar mode, however, we must specify how to split up the interval [fmin, fmax]
using the fstep. For most graphs, a fstep of 0.1 is fine. If you make it too small then the calculator
takes a long time to graph. It you make it too big, you get chunky garbage like this.

You will need to experiment with the settings in order to get a nice graph. Exercises 51 - 60 give
you some curves to graph using your calculator. Notice that some of them have explicit bounds on
# and others do not.
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5. r=6,0<6<12rw 52. r=1In(A), 1 <6 <127
53. r=el 0<0<12n 54. r=03-6,-12<6<1.2
55. r = sin(56) — 3 cos(h) 56. r = sin3 (g) + cos? (%)
57. r = arctan(f), -7 <0 <7 58. r = _
1 — cos(0)
1 1
99. r = m 60. r = m

61. How many petals does the polar rose r = sin(26) have? What about r = sin(30), r = sin(46)
and r = sin(50)? With the help of your classmates, make a conjecture as to how many petals
the polar rose r = sin(nf) has for any natural number n. Replace sine with cosine and repeat
the investigation. How many petals does r = cos(nf) have for each natural number n?

Looking back through the graphs in the section, it’s clear that many polar curves enjoy various
forms of symmetry. However, classifying symmetry for polar curves is not as straight-forward as it
was for equations back on page 26. In Exercises 62 - 64, we have you and your classmates explore
some of the more basic forms of symmetry seen in common polar curves.

62. Show that if f is even'” then the graph of r = f(6) is symmetric about the z-axis.

(a) Show that f(0) = 2 + 4cos(f) is even and verify that the graph of r = 2 + 4 cos(6) is
indeed symmetric about the z-axis. (See Example 11.5.2 number 2.)

(b) Show that f(6) = 3sin (g) is not even, yet the graph of r = 3sin (g) is symmetric about

the z-axis. (See Example 11.5.3 number 4.)
63. Show that if f is odd'® then the graph of r = f(f) is symmetric about the origin.

(a) Show that f(0) = 5sin(20) is odd and verify that the graph of » = 5sin(26) is indeed
symmetric about the origin. (See Example 11.5.2 number 3.)

(b) Show that f(#) = 3 cos (g) is not odd, yet the graph of » = 3 cos (g) is symmetric about
the origin. (See Example 11.5.3 number 4.)

64. Show that if f(m —6#) = f(#) for all 6 in the domain of f then the graph of r = f(6) is
symmetric about the y-axis.

(a) For f(f) =4 — 2sin(#), show that f(m —6) = f() and the graph of r = 4 — 2sin(f) is
symmetric about the y-axis, as required. (See Example 11.5.2 number 1.)

'"Recall that this means f(—6)
'8Recall that this means f(—8)

f(0) for 0 in the domain of f.
—f(0) for 0 in the domain of f.
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(b) For f(f) = 5sin(26), show that f (7 — %) # f (), yet the graph of r = 5sin(26) is
symmetric about the y-axis. (See Example 11.5.2 number 3.)

In Section 1.7, we discussed transformations of graphs. In Exercise 65 we have you and your
classmates explore transformations of polar graphs.

65. For Exercises 65a and 65b below, let f(6) = cos(f) and g(6) = 2 — sin(6).

(a) Using your graphing calculator, compare the graph of r = f(6) to each of the graphs of
r=f (H—i— %), r = f(0+ ?jf), r=f (9— %) and r = f (9— %Tﬂ) Repeat this process
for g(0). In general, how do you think the graph of r = f(6 + a) compares with the
graph of r = f(0)?

(b) Using your graphing calculator, compare the graph of r = f(6) to each of the graphs of
r=2f(0),r=3f(0),r=—f(0) and r = —3f(0). Repeat this process for g(f). In
general, how do you think the graph of r = k- f(0) compares with the graph of r = f(6)?
(Does it matter if £ > 0 or k£ < 07)

66. In light of Exercises 62 - 64, how would the graph of r = f(—0) compare with the graph of
r = f(0) for a generic function f? What about the graphs of r = — f(#) and r = f(0)? What
about r = f(6) and r = f(m—0)? Test out your conjectures using a variety of polar functions
found in this section with the help of a graphing utility.

67. With the help of your classmates, research cardioid microphones.

68. Back in Section 1.2, in the paragraph before Exercise 53, we gave you this link to a fascinating
list of curves. Some of these curves have polar representations which we invite you and your
classmates to research.


http://en.wikipedia.org/wiki/List_of_curves
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11.5.2 ANSWERS

1. Circle: r = 65sin(6)

Y

6 T
—6l
3. Rose: r = 25in(20)
Yy
ol
= e
_921

5. Rose: r = 5sin(36)

54

9:27r

3
\
\

-

2. Circle: r = 2cos(6)

OB

4. Rose: r = 4cos(26)

963
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7. Rose: r = sin(40) 8. Rose: r = 3cos(40)
Y Y
6 =3 6 =3
\ /
\ /
\ /
o= %ﬂ\ Y7 ~ 0=%
- - g Y / \ N = >~ ~
/ \
/ \
/ \
/ \
9. Cardioid: r = 3 — 3 cos(f) 10. Cardioid: r =5+ 5sin(6)
Y Y
64
51

10 -5~ 5 10 “x

~N_ N~N_ 7
ot
o
8

_51
—6 —-104
11. Cardioid: r = 2 + 2 cos(0) 12. Cardioid: r = 1 — sin(6)
Y Y
4t 21

[
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13. Limagon: r = 1 — 2 cos(f)

Yy
3-- s
0=7
/
/
/
1 /
/
/
Z _ 1 3w
\
—1 \
\
\
oL ox
3
—34

15. Limacon: r = 2v/3 + 4 cos()
)
2v/3 4+ 41

—2v3 -4+

17. Limagon: r = 3 — 5sin(f)

Yy
81
6 = m — arcsin (%) 6 = arcsin (%)
N -
N 7
~ Ve
N 7
N 7
~ -
1 ~ £ 1
—8 3 3 8 x

14. Limagon: r = 1 — 2sin(0)

— 57
9_6

~ 1+

~

~
~
\ ~
_'3 Q

16. Limacon: r = 3 — 5cos(0)

Y

84
6 = arccos (%)
/
/
N
/
i/
— -\ 8 “w
\
-3 \
\
\

—8

6 = 27 — arccos (%)

18. Limagon: r = 2 + 7sin(0)

Y

=5 =

—_

-
0=m +Aarcsin (%)

~
~

T o 9 “r
)

6 = 27 — arcsin (%
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19. Lemniscate: r? = sin(26)
Y

21. r =3cos(#) and r = 1 + cos(#)
Y

T (N x
-1

22. r =1+sin(f) and r = 1 — cos(f)
Y

APPLICATIONS OF TRIGONOMETRY

20. Lemniscate: r? = 4 cos(26)
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23. r=1—2sin(0)

and r = 2
Y

—:3 ~1 1 3 x
24. r=1—2cos(f) and r =1
Y
31
- - 3w

25. 7 = 2cos(f) and r = 2v/3sin(0)
)

s 117
2, — 2, —
(=) (> °F)

0203

<\/§, z), pole

) 10

967
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26. r = 3cos(f) and r = sin(h) (3@

y 0 arctan(3)) , pole

-3 -2 -1 12 z
—14

27. r2 = 4cos(20) and r = /2 (\@ [) ﬂBj ﬂﬁ ﬂlli
y b 6 ) b 6 ) b 6 b b 6
o4
- X
—2
28. r? = 2sin(20) and r = 1 s o™ 137 17m
y (1.73)- (1, =) (15 ) (15
Vat
—va - V3w
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29. r =4cos(20) and r =2
Y

30. 7 =2sin(20) and r =1
Y

(L2 (Lo2), (L),
12 12 12
1
17 T 9 _177£ 9 _17 L 9
12 12 12
1
1 97 ’ _17237r
12 12
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3L {(r,0)|0<r<3,0<0< 2} 32. {(r,0)|0 <r <4sin(d),0<0 <7}

Y Y
- : S ENEERR
N
|
_31
—41

33. {(r,0)|0<r<3cos(d), -5 <0< T} 34. {(r,0)|0 <r <2sin(20),0< 0<%}
Yy

|
Ll
|
Ll
|
Rl
> = I
! @
8
|
[N}
[N}
S

35. {(r,0)|0 <r<dcos(20), -T << T} 36. {(r,0)|1<r<1-—2cos(d), 3 <0<}
y y

2
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37. {(r,0) |1+ cos(9) <r <3cos(f), -5 <0 <
Y

7 D
[ 1 o
—1

}

w3

38. {(7«,9) 11<r</2sin(20), B2 <0< 117—2”}

Yy
vzt

V3 — Vi'x

39. {(r,@)\OSTﬁQ\/gsin(H),OSHS %}U{(T,9)|O§r§2008(9), §50<
Yy

}

SIE
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40. {(r,0)|0<r <2sin(20),0<0< Y U{(r0)0<r<1, &

41.
42.
43.
44.
45.

46.

47.

48.
49.
50.
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IN

0 <

}

ISE

12
Y

|0 <7 <3cos(), =3 <0 <0}U{(r,0)|sin(d) <r < 3cos(f), 0 <6 < arctan(3)}

IN

sin(260), 0 <6 < HHU {(r,0)|0<r <3, 5%
: 5

5
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n
=
=
—
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s
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11.6 HOOKED ON CONICS AGAIN

In this section, we revisit our friends the Conic Sections which we began studying in Chapter 7.
Our first task is to formalize the notion of rotating axes so this subsection is actually a follow-up
to Example 8.3.3 in Section 8.3. In that example, we saw that the graph of y = % is actually a
hyperbola. More specifically, it is the hyperbola obtained by rotating the graph of z? — y? = 4
counter-clockwise through a 45° angle. Armed with polar coordinates, we can generalize the process
of rotating axes as shown below.

11.6.1 ROTATION OF AXES

Consider the z- and y-axes below along with the dashed 2’- and y’-axes obtained by rotating the -
and y-axes counter-clockwise through an angle 6 and consider the point P(z,y). The coordinates
(z,y) are rectangular coordinates and are based on the z- and y-axes. Suppose we wished to find
rectangular coordinates based on the /- and y’-axes. That is, we wish to determine P(z’,y’). While
this seems like a formidable challenge, it is nearly trivial if we use polar coordinates. Consider the
angle ¢ whose initial side is the positive x’-axis and whose terminal side contains the point P.

We relate P(x,y) and P(2’,y’) by converting them to polar coordinates. Converting P(z,y) to
polar coordinates with » > 0 yields z = rcos(6 + ¢) and y = rsin(d + ¢). To convert the point
P(2',3y') into polar coordinates, we first match the polar axis with the positive z’-axis, choose the
same r > 0 (since the origin is the same in both systems) and get 2’ = r cos(¢) and y' = rsin(¢).
Using the sum formulas for sine and cosine, we have

x = rcos(f+ @)
= rcos(f)cos(¢) — rsin(6) sin(¢p) Sum formula for cosine
= (rcos(¢))cos(f) — (rsin(¢)) sin(f)
= 2’ cos(f) — ' sin(h) Since 2’ = r cos(¢) and y' = rsin(¢)
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Similarly, using the sum formula for sine we get y = 2’ sin(0) + 1’ cos(). These equations enable us
to easily convert points with z'y/-coordinates back into zy-coordinates. They also enable us to easily
convert equations in the variables x and y into equations in the variables in terms of 2’ and y/.! If
we want equations which enable us to convert points with zy-coordinates into z'y/-coordinates, we
need to solve the system

x'cos(f) —y'sin(f) = =
a'sin(f) +y'cos(d) = vy

for 2/ and gy’. Perhaps the cleanest way? to solve this system is to write it as a matrix equation.
Using the machinery developed in Section 8.4, we write the above system as the matrix equation
AX' = X where

Since det(A) = (cos(#))(cos(#)) — (—sin(0))(sin(f)) = cos?() + sin?(f) = 1, the determinant of
A is not zero so A is invertible and X’ = A~'X. Using the formula given in Equation 8.2 with
det(A) = 1, we find

[l ]

so that
X = A'X
| cos(f) sin(h) x
v | | —sin(d) cos(6) y
| x cos(#) + ysin(0)
v | | —xsin(f) + ycos()
From which we get 2’ = x cos(f) + ysin(f) and y' = —zsin(f) + y cos(f). To summarize,

Theorem 11.9. Rotation of Axes: Suppose the positive z and y axes are rotated counter-
clockwise through an angle 6 to produce the axes x’ and y’, respectively. Then the coordinates
P(z,y) and P(2/,y’) are related by the following systems of equations

x = 2'cos(f) — y sin(6) d ' = xcos(f)+ ysin(0)
y = 2'sin(0) + ¢ cos(h) an y = —xsin(f) + ycos(d)

We put the formulas in Theorem 11.9 to good use in the following example.

'Sound familiar? In Section 11.4, the equations = rcos(f) and y = rsin(f) make it easy to convert points
from polar coordinates into rectangular coordinates, and they make it easy to convert equations from rectangular
coordinates into polar coordinates.

2We could, of course, interchange the roles of = and ', y and ¢’ and replace ¢ with —¢ to get 2’ and 4’ in terms
of x and y, but that seems like cheating. The matrix A introduced here is revisited in the Exercises.
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Example 11.6.1. Suppose the z- and y- axes are both rotated counter-clockwise through the angle
0 = % to produce the 2'- and y'- axes, respectively.

1. Let P(z,y) = (2,—4) and find P(2/,y"). Check your answer algebraically and graphically.

2. Convert the equation 2122 + 10xyv/3 + 31y% = 144 to an equation in 2’ and 3’ and graph.
Solution.

1. If P(xz,y) = (2,—4) then x = 2 and y = —4. Using these values for x and y along with
0 = %, Theorem 11.9 gives ' = x cos(#) + ysin() = 2cos (5) + (—4) sin (%) which simplifies
to 2’ = 1 —2V/3. Similarly, y = —zsin(f) + ycos(d) = (=2)sin (§) + (—4) cos (%) which
gives y = —v/3 —2 = —2 — /3. Hence P(z/, y') = (1 —2v3,-2 — \/g) To check our answer
algebraically, we use the formulas in Theorem 11.9 to convert P(z',y') = (1 — 2v/3, -2 — V/3)
back into x and y coordinates. We get

(1-2v3)cos (5) — (=2~ V3)sin (5)
= (3-V3) - (-v3-3)
2

Similarly, using y = a’sin(#) + y' cos(6), we obtain y = —4 as required. To check our answer
graphically, we sketch in the z'-axis and y’-axis to see if the new coordinates P(z',y") =
(1 —2v3, -2 — \/§) ~ (—2.46, —3.73) seem reasonable. Our graph is below.
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P(z,y) = (2,-4)

P(z',y') ~ (—2.46, —3.73)

2. To convert the equation 2122 +102y+/3 + 3132 = 144 to an equation in the variables 2’ and 3/,

we substitute x = z’ cos (%) —1/sin (g) = %/ — y/%/g and y = 2’ sin (g) +1/ cos (%) = wlg/g-i- %/
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and simplify. While this is by no means a trivial task, it is nothing more than a hefty dose
of Beginning Algebra. We will not go through the entire computation, but rather, the reader
should take the time to do it. Start by verifying that

oG WYV B @B Y WVE . 3R aVB ()
1 2 g 1 2 1 Y 1 2 1

To our surprise and delight, the equation 2122 + 10zyv/3 + 3132 = 144 in xy-coordinates
7\2 /\2

reduces to 36(z')? + 16(y')? = 144, or % % = 1 in 2’y’-coordinates. The latter is an

ellipse centered at (0,0) with vertices along the y'-axis with (2'y’-coordinates) (0,+3) and

whose minor axis has endpoints with (z'y-coordinates) (42,0). We graph it below.

2122 + 10zy/3 + 31y% = 144

O]

The elimination of the troublesome ‘zy’ term from the equation 21z% + 10zy/3 + 31y% = 144 in
Example 11.6.1 number 2 allowed us to graph the equation by hand using what we learned in
Chapter 7. It is natural to wonder if we can always do this. That is, given an equation of the form
Az’ 4+ Bry+Cy?+Dx+Ey+F = 0, with B # 0, is there an angle 0 so that if we rotate the z and y-
axes counter-clockwise through that angle 6, the equation in the rotated variables 2’ and 3’ contains
no z'y’ term? To explore this conjecture, we make the usual substitutions x = 2’ cos(#) — ' sin()
and y = 2’sin(f) + ¢/ cos() into the equation Az? + Bay + Cy? + Dz + Ey + F = 0 and set the
coefficient of the 2’y term equal to 0. Terms containing 'y’ in this expression will come from the
first three terms of the equation: Az?, Bxy and Cy?. We leave it to the reader to verify that

2?2 = (2')%?cos?(0) — 22"y cos(#) sin(0) + (y')? sin(0)
zy = (2)%cos(9)sin(6) + 2y’ (cos?(0) — sin?(0)) — ()% cos(0) sin(0)
y? = (2/)%sin?(0) + 22’y cos() sin(0) + (y')? cos?(0)
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The contribution to the 2y/-term from Az? is —2A cos(6) sin(6), from Bzy it is B (cos?() — sin?(6)),
and from Cy? it is 2C cos(#) sin(f). Equating the z'y/-term to 0, we get

—2A cos(f) sin(0) + B (cos®(0) — sin?(0)) + 2C cos(f) sin(d) = 0
—Asin(20) 4+ Bcos(26) + Csin(20) = 0 Double Angle Identities

From this, we get Bcos(20) = (A — C)sin(20), and our goal is to solve for # in terms of the
coefficients A, B and C. Since we are assuming B # 0, we can divide both sides of this equation
by B. To solve for 8 we would like to divide both sides of the equation by sin(26), provided of
course that we have assurances that sin(26) # 0. If sin(26) = 0, then we would have B cos(26) = 0,
and since B # 0, this would force cos(20) = 0. Since no angle 6 can have both sin(20) = 0 and
cos(20) = 0, we can safely assume? sin(26) # 0. We get 2?5((53)) = 42C or cot(20) = 45E. We have
just proved the following theorem.

Theorem 11.10. The equation Az? + Bxy + Cy?> + Dz + Ey + F = 0 with B # 0 can be

transformed into an equation in variables ' and 3y’ without any x’y’ terms by rotating the -

and y- axes counter-clockwise through an angle 6 which satisfies cot(26) = %.

We put Theorem 11.10 to good use in the following example.
Example 11.6.2. Graph the following equations.

1. 522 + 26zy + 5y% — 162v/2 + 16yv/2 — 104 = 0

2. 1622 + 242y + 9y? + 150 — 20y = 0
Solution.

1. Since the equation 522 + 26xy + 5y — 162v/2 + 16yv/2 — 104 = 0 is already given to us
in the form required by Theorem 11.10, we identify A = 5, B = 26 and C' = 5 so that
cot(20) = % = 22 = 0. This means cot(26) = 0 which gives § = T + Zk for integers k.

We choose 6§ = 7 so that our rotation equations are x = QCIT‘E — y/T\/E and y = %‘/5 + y/T‘/i
The reader should verify that
"2 2 N2 /N2 2 2
2_(:(}) ol (y> _(x) _(y> 2_($) /1 (y)
:U——Q xy+72 , Ty = 5 5 Yo = 5 +:L‘y+72

Making the other substitutions, we get that 522 + 26zy + 5y? — 162v/2 + 16yv/2 — 104 = 0
reduces to 18(z)? — 8(y')? + 32y’ — 104 = 0, or % - M = 1. The latter is the equation
of a hyperbola centered at the z'y’-coordinates (0,2) opening in the 2’ direction with vertices
(£2,2) (in 2'y/-coordinates) and asymptotes y' = =32’ + 2. We graph it below.

3The reader is invited to think about the case sin(20) = 0 geometrically. What happens to the axes in this case?
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2. From 1622 + 242y + 9y? + 152 — 20y = 0, we get A = 16, B = 24 and C = 9 so that

cot(20) %. Since this isn’t one of the values of the common angles, we will need to use
inverse functions. Ultimately, we need to find cos(f) and sin(f), which means we have two
options. If we use the arccotangent function immediately, after the usual calculations we
get 0 = Sarccot (55). To get cos(d) and sin(f) from this, we would need to use half angle

identities. Alternatively, we can start with cot(20) = %, use a double angle identity, and
then go after cos(d) and sin(#). We adopt the second approach. From cot(26) = 5, we have
tan(20) = %. Using the double angle identity for tangent, we have 1%227% = %, which
gives 24 tan?(6) + 14 tan() —24 = 0. Factoring, we get 2(3 tan(#) +4)(4 tan(d) —3) = 0 which
gives tan(f) = —3 or tan(f) = 3. While either of these values of tan(f) satisfies the equation
cot(20) = %, we choose tan(f) = %, since this produces an acute angle,* § = arctan (%) To

find the rotation equations, we need cos(f) = cos (arctan (2)) and sin(#) = sin (arctan (3)).

Using the techniques developed in Section 10.6 we get cos(f) = 1 and sin(f) = 2. Our rotation

equations are x = 7’ cos(f) — ' sin(f) = %’/ - %y/ and y = z'sin(f) + y' cos(d) = 3%/ + %‘yl.

As usual, we now substitute these quantities into 1622 + 24zy + 9y + 15z — 20y = 0 and
simplify. As a first step, the reader can verify

2 _ 16(:E’)2_24:E’y’+9(y’)2 _ 12(2')? 7:(:’y/_12(y/)2 2 _ 9(:U’)2+24:L"y’+16(y’)2

T

25 25 25 7 25 25 25 25 25 25

Once the dust settles, we get 25(x')? — 25y’ = 0, or 3/ = (2/)?, whose graph is a parabola
opening along the positive y'-axis with vertex (0,0). We graph this equation below.

Yy
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522 + 26y + 5y? — 162v/2 + 16yv/2 — 104 =0 1622 + 24y + 9y? + 152 — 20y = 0

*As usual, there are infinitely many solutions to tan(f) 2.
reader is encouraged to think about why there is always at least one acute answer to cot(26)

3

We choose the acute angle § = arctan (%) The
A=C and what this

4

B

means geometrically in terms of what we are trying to accomplish by rotating the axes. The reader is also encouraged

to keep a sharp lookout for the angles which satisfy tan(6)

in our final graph. (Hint: (%)

3 _%) =-1)
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We note that even though the coefficients of 22 and y? were both positive numbers in parts 1 and 2
of Example 11.6.2, the graph in part 1 turned out to be a hyperbola and the graph in part 2 worked
out to be a parabola. Whereas in Chapter 7, we could easily pick out which conic section we were
dealing with based on the presence (or absence) of quadratic terms and their coefficients, Example
11.6.2 demonstrates that all bets are off when it comes to conics with an xy term which require
rotation of axes to put them into a more standard form. Nevertheless, it is possible to determine
which conic section we have by looking at a special, familiar combination of the coefficients of the
quadratic terms. We have the following theorem.

Theorem 11.11. Suppose the equation Ax? + Bxy + Cy?> + Dz + Ey + F = 0 describes a
non-degenerate conic section.®

e If B2 —4AC > 0 then the graph of the equation is a hyperbola.

e If B2 — 4AC = 0 then the graph of the equation is a parabola.

e If B2 — 4AC < 0 then the graph of the equation is an ellipse or circle.

“Recall that this means its graph is either a circle, parabola, ellipse or hyperbola. See page 497.

As you may expect, the quantity B? —4AC mentioned in Theorem 11.11 is called the discriminant
of the conic section. While we will not attempt to explain the deep Mathematics which produces this
‘coincidence’, we will at least work through the proof of Theorem 11.11 mechanically to show that it
is true.® First note that if the coefficient B = 0 in the equation Az?+ Bzy+Cy?>+ Dx+Ey+F = 0,
Theorem 11.11 reduces to the result presented in Exercise 34 in Section 7.5, so we proceed here
under the assumption that B # 0. We rotate the xy-axes counter-clockwise through an angle
0 which satisfies cot(20) = ABC to produce an equation with no z'y/-term in accordance with
Theorem 11.10: A’(z')? + C(y/)? + D2’ + Ey' + F' = 0. In this form, we can invoke Exercise 34
in Section 7.5 once more using the product A’C’. Our goal is to find the product A’C’ in terms of
the coefficients A, B and C' in the original equation. To that end, we make the usual substitutions
x = 2’ cos(f) — y'sin(0) y = 2’ sin(#) + y' cos(d) into Az? + Bxy + Cy? + Dz + Ey + F = 0. We
leave it to the reader to show that, after gathering like terms, the coefficient A’ on (z')? and the
coefficient C’ on (y)? are

A" = Acos?(0) + Bcos()sin(f) + C'sin(6)
C'" = Asin®(0) — Bcos()sin(f) + C cos®(f)

In order to make use of the condition cot(26) = %, we rewrite our formulas for A" and C” using

the power reduction formulas. After some regrouping, we get
24" = [(A+C)+ (A—C)cos(20)] + Bsin(20)
2C" = [(A+C)—(A—C)cos(20)] — Bsin(20)

Next, we try to make sense of the product

(2AN(2C") = {[(A+ C) + (A — C) cos(20)] + Bsin(20)} {[(A + C) — (A — C) cos(26)] — Bsin(20)}

5We hope that someday you get to see why this works the way it does.
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We break this product into pieces. First, we use the difference of squares to multiply the ‘first’
quantities in each factor to get

[(A+C)+ (A—C)cos(20)] [(A+ C) — (A—C)cos(20)] = (A+C)? - (A—C)?cos?(20)
Next, we add the product of the ‘outer’ and ‘inner’ quantities in each factor to get

—Bsin(20) (A4 C) + (A — C) cos(20)]
+Bsin(20) [(A+ C) — (A—C)cos(20)] = —2B(A— C)cos(20)sin(20)

The product of the ‘last’ quantity in each factor is (B sin(20))(—Bsin(26)) = —B?sin?(26). Putting
all of this together yields

4A'C" = (A+0)? — (A—0)%cos?(20) — 2B(A — ) cos(20) sin(20) — B?sin?(20)

From cot(20) = BC, we get Z?j’gg)) = %, or (A—C)sin(20) = B cos(20). We use this substitution

twice along with the Pythagorean Identity cos?(26) = 1 — sin?(26) to get

4A'C" = (A+0)2 — (A — )2 cos?(20) — 2B(A — C) cos(20) sin(26) — B? sin?(26)
= (A+0C)P2—-(A-C)*[1- sm2(20)] — 2B cos(20)B cos(20) — B?sin?(20)
= (A+0)? - (A—-0)? + (A~ 0)%sin%(20) — 2B? cos?(20) — B%sin%(26)
= (A+0)2—(A—-0)?+[(A—C)sin(20)]> — 2B? cos?(20) — B?sin?(26)
= (A+C)?—(A—C)?+[Bcos(20)]> — 2B cos (29) — B?sin?(26)
= (A+0)?— (A—C)?+ B%cos?(20) — 2B? cos?(26) — B?sin?(20)
= (A+0C)?—-(A-0) - B2 cos?(26) — B?sin?(26)
= (A+0)? = (A-0)? — B?[cos?(26) + sin?(26)]
= (A+C)?-(A-0C)?-B?

= (A242AC+C?) — (A% —2AC +C?) -
4AC — B?

Hence, B? — 4AC = —4A'C’, so the quantity B?> — 4AC has the opposite sign of A’C’. The result
now follows by applying Exercise 34 in Section 7.5.

Example 11.6.3. Use Theorem 11.11 to classify the graphs of the following non-degenerate conics.
1. 2122 4+ 102yv/3 + 31y? = 144
2. 522 + 26y + 5y? — 1622 + 16yv/2 — 104 =0
3. 1622 + 24zy + 9y? + 152 — 20y = 0

Solution. This is a straightforward application of Theorem 11.11.
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1. We have A = 21, B = 10v/3 and C = 31 so B%2 — 4AC = (10v/3)? — 4(21)(31) = —2304 < 0.
Theorem 11.11 predicts the graph is an ellipse, which checks with our work from Example
11.6.1 number 2.

2. Here, A =5, B =26 and C =5, so B2 — 4AC = 262 — 4(5)(5) = 576 > 0. Theorem 11.11
classifies the graph as a hyperbola, which matches our answer to Example 11.6.2 number 1.

3. Finally, we have A = 16, B = 24 and C = 9 which gives 242 — 4(16)(9) = 0. Theorem 11.11
tells us that the graph is a parabola, matching our result from Example 11.6.2 number 2. [
11.6.2 THE PoLAR FOrRM OF CONICS

In this subsection, we start from scratch to reintroduce the conic sections from a more unified
perspective. We have our ‘new’ definition below.

Definition 11.1. Given a fixed line L, a point F not on L, and a positive number e, a conic
section is the set of all points P such that

the distance from P to F' _
the distance from P to L

The line L is called the directrix of the conic section, the point F' is called a focus of the conic
section, and the constant e is called the eccentricity of the conic section.

@

We have seen the notions of focus and directrix before in the definition of a parabola, Definition 7.3.
There, a parabola is defined as the set of points equidistant from the focus and directrix, giving an
eccentricity e = 1 according to Definition 11.1. We have also seen the concept of eccentricity before.
It was introduced for ellipses in Definition 7.5 in Section 7.4, and later extended to hyperbolas in
Exercise 31 in Section 7.5. There, e was also defined as a ratio of distances, though in these cases
the distances involved were measurements from the center to a focus and from the center to a
vertex. One way to reconcile the ‘old’ ideas of focus, directrix and eccentricity with the ‘new’ ones
presented in Definition 11.1 is to derive equations for the conic sections using Definition 11.1 and
compare these parameters with what we know from Chapter 7. We begin by assuming the conic
section has eccentricity e, a focus F at the origin and that the directrix is the vertical line x = —d
as in the figure below.

«~——d—> | < rcos(f) >
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Using a polar coordinate representation P(r,#) for a point on the conic with r > 0, we get

o the distance from P to F' r
~ the distance from P to L d -+ rcos(f)

so that r = e(d + r cos(f)). Solving this equation for r, yields
B ed
1 —ecos(f)

At this point, we convert the equation r = e(d + r cos(f)) back into a rectangular equation in the
variables x and y. If e > 0, but e # 1, the usual conversion process outlined in Section 11.4 gives®

(1 — 62)2 e2d \? 1—e?\ ,
< e2d? <$_1—€2> +<62d2)y:1
We leave it to the reader to show if 0 < e < 1, this is the equation of an ellipse centered at Q ;—;"2, 0)
with major axis along the z-axis. Using the notation from Section 7.4, we have a? = —

r

and

(1—e?)?
2ed

b2 = 24 2ed  and the minor axis has length Tiea Moreover, we find

1—e2? 1—e?
that one focus is (0,0) and working through the formula given in Definition 7.5 gives the eccentricity
to be e, as required. If e > 1, then the equation generates a hyperbola with center (16_252 , O) whose

_h2 2
(xa2) — 4% =1, we need

e2d? e2d?

to take the opposite reciprocal of the coefficient of y? to find b%. We get” a2 = = > and

(1-e2)® " (e2-1)
2 _ e2d? _ 242 2ed : : y 2ed
b= -5 =55, —~7 and the conjugate axis has length NG

Additionally, we verify that one focus is at (0,0), and the formula given in Exercise 31 in Section
7.5 gives the eccentricity is e in this case as well. If e = 1, the equation r = reduces to

so the major axis has length

transverse axis lies along the z-axis. Since such hyperbolas have the form

so the transverse axis has length

ed
1—ecos(0)

r= #05(0) which gives the rectangular equation y? = 2d (a: + %) This is a parabola with vertex
(—%, 0) opening to the right. In the language of Section 7.3, 4p = 2d so p = %, the focus is (0,0),
the focal diameter is 2d and the directrix is x = —d, as required. Hence, we have shown that in all

cases, our ‘new’ understanding of ‘conic section’, ‘focus’, ‘eccentricity’ and ‘directrix’ as presented
in Definition 11.1 correspond with the ‘old’ definitions given in Chapter 7.

Before we summarize our findings, we note that in order to arrive at our general equation of a conic
r= #‘és(e), we assumed that the directrix was the line x = —d for d > 0. We could have just as
easily chosen the directrix to be x = d, y = —d or y = d. As the reader can verify, in these cases
we obtain the forms r = 1+ei‘is(9), r= 1_62‘&1(9) and r = H—#Ciln(e)’ respectively. The key thing to
remember is that in any of these cases, the directrix is always perpendicular to the major axis of
an ellipse and it is always perpendicular to the transverse axis of the hyperbola. For parabolas,
knowing the focus is (0,0) and the directrix also tells us which way the parabola opens. We have

established the following theorem.

5Turn 7 = e(d + 7 cos(#)) into 7 = e(d + z) and square both sides to get 7> = ¢*(d + x)?. Replace r* with z? +¢?,
expand (d + )%, combine like terms, complete the square on z and clean things up.
"Since e > 1 in this case, 1 — e < 0. Hence, we rewrite (1 — 62)2 = (62 - 1)2 to help simplify things later on.
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Theorem 11.12. Suppose e and d are positive numbers. Then

e the graph of r = — = is the graph of a conic section with directrix z = —d.
1—ecos(0)
e the graph of r = H%‘is(e) is the graph of a conic section with directrix x = d.
e the graph of r = —£%__ is the graph of a conic section with directrix y = —d.
g 1—esin(0) g
e the graph of r = H%‘iin@ is the graph of a conic section with directrix y = d.

In each case above, (0,0) is a focus of the conic and the number e is the eccentricity of the conic.

ffélg and whose minor

e If 0 < e < 1, the graph is an ellipse whose major axis has length

: 2ed
axis has length T

e If e =1, the graph is a parabola whose focal diameter is 2d.

e If e > 1, the graph is a hyperbola whose transverse axis has length

2ed
Ve2-1"

We test out Theorem 11.12 in the next example.

e%e_dl and whose

conjugate axis has length

Example 11.6.4. Sketch the graphs of the following equations.

] 4 5 12 3 6
= = = r=—
1 —sin(6) 3 — cos(0) 1+ 2sin(6)
Solution.
1. From r = ﬁn(@)’ we first note e = 1 which means we have a parabola on our hands. Since

ed = 4, we have d = 4 and considering the form of the equation, this puts the directrix
at y = —4. Since the focus is at (0,0), we know that the vertex is located at the point
(in rectangular coordinates) (0,—2) and must open upwards. With d = 4, we have a focal
diameter of 2d = 8, so the parabola contains the points (+4,0). We graph r = ﬁn(@) below.

2. We first rewrite r = ﬁ;(e) in the form found in Theorem 11.12, namely r = m.

Since e = % satisfies 0 < e < 1, we know that the graph of this equation is an ellipse. Since

ed = 4, we have d = 12 and, based on the form of the equation, the directrix is x = —12.

This means that the ellipse has its major axis along the z-axis. We can find the vertices

of the ellipse by finding the points of the ellipse which lie on the z-axis. We find (0) = 6

and 7(7) = 3 which correspond to the rectangular points (—3,0) and (6,0), so these are our

vertices. The center of the ellipse is the midpoint of the vertices, which in this case is (%, 0) 8
3

We know one focus is (0,0), which is 3 from the center (2,0) and this allows us to find the

2ed _ _(2)(4) 9.

8As a quick check, we have from Theorem 11.12 the major axis should have length T—e = T-(1/3)2 =
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other focus (3,0), even though we are not asked to do so. Finally, we know from Theorem

11.12 that the length of the minor axis is \/ie,d@ = \/1_?1/3)2 = 6+/3 which means the endpoints

of the minor axis are (%, :|:3\/§). We now have everything we need to graph r = 3_017025(6,).

Y
34
2.1
\ | / T
N x
-3 -2-1 | 1 2 374
=31 z=—12
y=—4 ]
_ 4 _ 12
r 1—sin(0) = 3—cos(0)
3. From r = ﬁ we get e = 2 > 1 so the graph is a hyperbola. Since ed = 6, we get

d = 3, and from the form of the equation, we know the directrix is y = 3. This means the
transverse axis of the hyperbola lies along the y-axis, so we can find the vertices by looking
where the hyperbola intersects the y-axis. We find r (g) =2and r (37”) = —6. These two
points correspond to the rectangular points (0,2) and (0,6) which puts the center of the
hyperbola at (0,4). Since one focus is at (0,0), which is 4 units away from the center, we
know the other focus is at (0,8). According to Theorem 11.12, the conjugate axis has a length
of 2¢d_ — 26 _ 44/3. Putting this together with the location of the vertices, we get that

Vea—1 — V22
the asymptotes of the hyperbola have slopes :I:% = :I:?. Since the center of the hyperbola

is (0,4), the asymptotes are y = :I:gx + 4. We graph the hyperbola below.
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In light of Section 11.6.1, the reader may wonder what the rotated form of the conic sections would
look like in polar form. We know from Exercise 65 in Section 11.5 that replacing 6 with (0 — ¢) in
an expression r = f(f) rotates the graph of r = f(#) counter-clockwise by an angle ¢. For instance,
to graph r = ﬁ all we need to do is rotate the graph of r = ﬁn(@)’ which we obtained in
Example 11.6.4 number 1, counter-clockwise by 7 radians, as shown below.

r =

1—sin(6—%)

Using rotations, we can greatly simplify the form of the conic sections presented in Theorem 11.12,
since any three of the forms given there can be obtained from the fourth by rotating through some
multiple of 5. Since rotations do not affect lengths, all of the formulas for lengths Theorem 11.12
remain intact. In the theorem below, we also generalize our formula for conic sections to include
circles centered at the origin by extending the concept of eccentricity to include e = 0. We conclude
this section with the statement of the following theorem.

Theorem 11.13. Given constants £ > 0, e > 0 and ¢, the graph of the equation

_ 14
1 —-ecos(f — ¢)

r

is a conic section with eccentricity e and one focus at (0, 0).

e If e = 0, the graph is a circle centered at (0,0) with radius £.

e If e # 0, then the conic has a focus at (0,0) and the directrix contains the point with polar

coordinates (—d, ¢) where d = g.
— If 0 < e < 1, the graph is an ellipse whose major axis has length 12532 and whose

e e 2ed
minor axis has length i

— If e =1, the graph is a parabola whose focal diameter is 2d.

2ed
e2—1

— If e > 1, the graph is a hyperbola whose transverse axis has length and whose

conjugate axis has length \/igi_l.
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11.6.3 EXERCISES

Graph the following equations.

L 22+ 2zy+9% —2vV2+yvV2—-6=0 2. 72?2 —dxyv/3 +3y* — 22 — 2y/3 —-5=10
3. 522 + 6xy + 5% — 4V2x + 42y =0 4. 2% 4+ 2v/32y + 3y + 2v3z — 2y — 16 = 0
5. 1322 — 34ayV/3 + 47y — 64 =0 6. 22 —2V3zy— 42 +8=0

7. 22 —dxy + 4y? — 22V5 —y /5 =0 8. 82+ 12zy+17y> —20 =0

Graph the following equations.

2 3
9. r=——— 10. r = —————
"o cos(#) "Tot sin(0)
3 2
1. r=—- 12, r=—"—"
"ToC cos(6) "TTr sin(0)
4 2
3. r=—F7——++ 14, r=—F
"T 1+ cos(f) "T1o2 sin(0)
15 2z 16 5
R — .=
1 +sin(0 — %) 3—cos(0+7%)
. cos(f) —sin(f) | . . . , . .
The matrix A(6) = is called a rotation matrix. We’ve seen this matrix most

sin(d)  cos(f)
recently in the proof of used in the proof of Theorem 11.9.

17. Show the matrix from Example 8.3.3 in Section 8.3 is none other than A (%)
18. Discuss with your classmates how to use A(#) to rotate points in the plane.

19. Using the even / odd identities for cosine and sine, show A(6)~! = A(—0). Interpret this
geometrically.
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11.6.4 ANSWERS

Loa? 4+ 22y +9% —2vV2+yv2-6=0 2. 72?2 —dxyv/3 +3y> — 22 — 2y/3-5=0
becomes (z')2 = —(y' — 3) after rotating becomes % + (¢)* = 1 after rotating
counter-clockwise thI‘Ollgh 0 = % counter-clockwise through 0 = %

Yy

x 0=7
X \
AN x
< \
T AN
*
AN
T V.

N

I <
2242y +12 —2vV2+yv2-6=0 72?2 — dxyV/3 +3y? — 22 — 2y/3 - 5=10
3. 522 + 6xy + 5y% — 4V2x + 42y =0 4. 22 4+ 2v3xy 4+ 3y + 232 — 2y — 16 = 0
becomes ()2 + W = 1 after rotating becomes(z')? = ¢’ + 4 after rotating
counter-clockwise through 6 = 7. counter-clockwise through 6 = %
y/
,.\
>/\
A
\)<
AN
¥
AN
' 7
~
7
/5(
//\/
7’ 4 >\

522 + 6xy + 5y% — 4v2x + 4v/2y = 0 224+ 2V3zy+ 32 +2V3x -2y — 16 =0
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5. 1322 — 34ay/3 +47y> — 64 =0 6. 22 —2V3xy —y> +8=0

ne _ (@) _ : (=) W) _ :
becomes (y') 6 1 after rotating becomes = 7 1 after rotating
counter-clockwise through 6 = %. counter-clockwise through 6 = %
Y S
< \
. —+ /
%
Y \ / 0=3
¥ - *
A : \"\_/
SA N / \
% Tt
) A S
P IE AN
B \/\
INT - N
/ . AR
» -.
1322 — 34xyv/3 + 474> — 64 =0 22 —23zy— 1> +8=0
7. 22 —day + 4y — 225 —y V5 =0 C 822 + 122y + 179> —20=0
. 7\2
becomes (y')? = = after rotating becomes (z')? + % = 1 after rotating
counter-clockwise through A = arctan (%) counter-clockwise through 0 = arctan(2)
y
] g
<
1 /
v 7
A - T % \
~ 1) 0= arctan(2)
~y \/‘\ |
T T i \'\’/\< \A' R i i i
;T R
X S
/ S
<
/ j
/
7\
, |

22 — day + 4y? — 225 —y/5 =0

82 4+ 122y +17y> —20 =0
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o 2 . § . .
9. 7“.— m is a parabola 10. r = 2+s?n(0) = 1+%zin(6) is an ellipse
directrix = —2 , vertex (—1,0) directrix y = 3 , vertices (0, 1), (0, —3)

focus (0,0), focal diameter 4 center (0,—2) , foci (0,0), (0, —2)
minor axis length 2v/3

Yy

-4 -3 —p - 1 2 3 4 g ./ AN
14 —4 -3 —2/-1 1\2 3 4 4
-2

—4
4]
3 2 .
3 . . _ 2
T 7= 9cos® = T Lcon(e) 1 20 ellipse 127 = T 18 & parabola
directrix = —3 , vertices (—1,0), (3,0) directrix y = 2, vel'rtex (0,1)
center (1,0) , foci (0,0), (2,0) focus (0,0), focal diameter 4
minor axis length 2V/3 Y
v 4t
41 3
3 2
2+ /"\
f/‘\ — : : i
-4 -3 /2 -1 1 23 4 2
: * : =1+
-4 -3 -2 - 12 4z / \
14 —al
24 -3
41
—4]
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13. r = ﬁos(e) is a hyperbola
directrix o = %, vertices (1,0), (2,0)
center (3,0), foci (0,0), (3,0)
conjugate axis length 2v/2

-4 -3 -2 -1

_ 2 :
15. r = HT(Q*%) 1S
the parabola r = —2

1+sin(0)
rotated through ¢ = g

w|y

16. r = 6

APPLICATIONS OF TRIGONOMETRY

14. r = ﬁinw) is a hyperbola
directrix y = —1, vertices (0, —%), (0,-2)
center (0, —%), foci (0,0), (0, —%)
conjugate axis length %ﬁ

Y

3—cos(0+%) is the ellipse
r= 6 _ 2
— 3—cos(9) 1*%005(9)

rotated through ¢ =

_r
4

Yy
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11.7 PoLAR ForM OF COMPLEX NUMBERS

In this section, we return to our study of complex numbers which were first introduced in Section
3.4. Recall that a complex number is a number of the form z = a + bi where a and b are real
numbers and i is the imaginary unit defined by i = v/—1. The number « is called the real part of
z, denoted Re(z), while the real number b is called the imaginary part of z, denoted Im(z). From
Intermediate Algebra, we know that if z = a + bi = ¢ + di where a, b, ¢ and d are real numbers,
then a = ¢ and b = d, which means Re(z) and Im(z) are well-defined.! To start off this section,
we associate each complex number z = a + bi with the point (a,b) on the coordinate plane. In
this case, the z-axis is relabeled as the real axis, which corresponds to the real number line as
usual, and the y-axis is relabeled as the imaginary axis, which is demarcated in increments of the
imaginary unit ¢. The plane determined by these two axes is called the complex plane.

Imaginary Axis

47
37

(—4,2) «— z=—-4+2
. 27 4

—4-3-2-1 |01 2 3 4  Real Axis

—2;1
—3i¢ (0, *3) —rz=—-3

451

The Complex Plane

Since the ordered pair (a, b) gives the rectangular coordinates associated with the complex number
z = a+ bi, the expression z = a + bi is called the rectangular form of z. Of course, we could just
as easily associate z with a pair of polar coordinates (r,6). Although it is not as straightforward
as the definitions of Re(z) and Im(z), we can still give r and # special names in relation to z.

Definition 11.2. The Modulus and Argument of Complex Numbers: Let z = a + bi be
a complex number with a = Re(z) and b = Im(z). Let (r,6) be a polar representation of the
point with rectangular coordinates (a,b) where r > 0.

e The modulus of z, denoted |z|, is defined by |z| = 7.

e The angle # is an argument of z. The set of all arguments of z is denoted arg(z).

e If z#0 and —7 < 6 < 7, then 0 is the principal argument of z, written § = Arg(z).

1Well-defined’ means that no matter how we express z, the number Re(z) is always the same, and the number
Im(z) is always the same. In other words, Re and Im are functions of complex numbers.
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Some remarks about Definition 11.2 are in order. We know from Section 11.4 that every point in
the plane has infinitely many polar coordinate representations (r,6) which means it’s worth our
time to make sure the quantities ‘modulus’, ‘argument’ and ‘principal argument’ are well-defined.
Concerning the modulus, if z = 0 then the point associated with z is the origin. In this case, the
only r-value which can be used here is r = 0. Hence for z = 0, |z| = 0 is well-defined. If z # 0,
then the point associated with z is not the origin, and there are two possibilities for r: one positive
and one negative. However, we stipulated > 0 in our definition so this pins down the value of |z|
to one and only one number. Thus the modulus is well-defined in this case, too.? Even with the
requirement r > 0, there are infinitely many angles 8 which can be used in a polar representation
of a point (r,0). If z # 0 then the point in question is not the origin, so all of these angles # are
coterminal. Since coterminal angles are exactly 27 radians apart, we are guaranteed that only one
of them lies in the interval (—m, 7], and this angle is what we call the principal argument of z,
Arg(z). In fact, the set arg(z) of all arguments of z can be described using set-builder notation as
arg(z) = {Arg(z) 4+ 2wk | k is an integer}. Note that since arg(z) is a set, we will write ‘0 € arg(z)’
to mean ‘@ is in® the set of arguments of z’. If z = 0 then the point in question is the origin,
which we know can be represented in polar coordinates as (0,6) for any angle §. In this case, we
have arg(0) = (—o0,00) and since there is no one value of § which lies (—m, 7], we leave Arg(0)
undefined. It is time for an example.

Example 11.7.1. For each of the following complex numbers find Re(z), Im(z), |z|, arg(z) and
Arg(z). Plot z in the complex plane.

1. 2=+V3—i 2. z=-2+4+4; 3. 2=31 4. z = —117
Solution.

1. For z = /3 —i = v/3 + (—1)i, we have Re(z) = v/3 and Im(z) = —1. To find |z|, arg(2)
and Arg(z), we need to find a polar representation (r,6) with r > 0 for the point P(y/3, —1)
associated with z. We know 72 = (v/3)2 4+ (—1)2 = 4, so r = +2. Since we require r > 0,
we choose 7 = 2, so |z| = 2. Next, we find a corresponding angle 6. Since r > 0 and P lies

in Quadrant IV, 6 is a Quadrant IV angle. We know tan(f) = ;21)’ = —?, so ) = —¢ + 27k
for integers k. Hence, arg(z) = {—% + 27k | k is an integer}. Of these values, only § = —%
satisfies the requirement that —7 < 6 <, hence Arg(z) = —%.

2. The complex number z = —2 + 47 has Re(z) = —2, Im(z) = 4, and is associated with the
point P(—2,4). Our next task is to find a polar representation (r,6) for P where r > 0.
Running through the usual calculations gives 7 = 2v/5, so |z| = 2v/5. To find 6, we get
tan(f) = —2, and since r > 0 and P lies in Quadrant I, we know 6 is a Quadrant I angle.
We find 6 = 7 4 arctan(—2) + 27k, or, more succinctly § = 7 — arctan(2) 4+ 27k for integers
k. Hence arg(z) = {m — arctan(2) + 27wk | k is an integer}. Only # = 7w — arctan(2) satisfies
the requirement —7 < 6 < 7, so Arg(z) = m — arctan(2).

?In case you're wondering, the use of the absolute value notation |z| for modulus will be explained shortly.
3Recall the symbol being used here, ‘€’ is the mathematical symbol which denotes membership in a set.
*If we had Calculus, we would regard Arg(0) as an ‘indeterminate form.” But we don’t, so we won’t.
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3. We rewrite z = 3i as z = 0 4 3i to find Re(z) = 0 and Im(z) = 3. The point in the plane
which corresponds to z is (0,3) and while we could go through the usual calculations to find
the required polar form of this point, we can almost ‘see’ the answer. The point (0, 3) lies 3
units away from the origin on the positive y-axis. Hence, r = [z| = 3 and 0 = T + 2wk for
integers k. We get arg(z) = {5 + 2nk |k is an integer} and Arg(z) = 3.

4. As in the previous problem, we write z = —117 = —117+ 07 so Re(z) = —117 and Im(z) = 0.
The number z = —117 corresponds to the point (—117,0), and this is another instance where
we can determine the polar form ‘by eye’. The point (—117,0) is 117 units away from the
origin along the negative z-axis. Hence, r = |z| = 117 and 6 = 7 + 27 = (2k + 1)7k for
integers k. We have arg(z) = {(2k + 1) | k is an integer}. Only one of these values, § = ,
just barely lies in the interval (—m, 7] which means and Arg(z) = m. We plot z along with
the other numbers in this example below.

Imaginary Axis

z2=—2+4i e 4i+
3iez=231i
2i
2= —117 7
S - —t ———+—
—117 -2 -1 1 2 3 4 Real Axis
—1+ .
z=+3—1

O

Now that we’ve had some practice computing the modulus and argument of some complex numbers,
it is time to explore their properties. We have the following theorem.

Theorem 11.14. Properties of the Modulus: Let z and w be complex numbers.

e |z| is the distance from z to 0 in the complex plane

|z| > 0 and |z| = 0 if and only if 2 =0

2| = /Re(2)? + Im(z)?2

Product Rule: |[zw| = |z||w|

Power Rule: |2"| = |z|" for all natural numbers, n

Quotient Rule: ‘i‘ = ||Z‘|, provided w # 0
w w

To prove the first three properties in Theorem 11.14, suppose z = a + bi where a and b are real
numbers. To determine |z|, we find a polar representation (r, #) with » > 0 for the point (a,b). From
Section 11.4, we know 72 = a® 4+ b? so that r = +v/a2 + b2. Since we require r > 0, then it must be
that r = va? + b2, which means |z| = Va? + b?. Using the distance formula, we find the distance
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from (0, 0) to (a,b) is also v/a2 + b2, establishing the first property.® For the second property, note
that since |z| is a distance, |z| > 0. Furthermore, |z| = 0 if and only if the distance from z to 0 is
0, and the latter happens if and only if z = 0, which is what we were asked to show.® For the third
property, we note that since a = Re(z) and b = Im(z), 2 = Va2 + b2 = \/Re(2)? + Im(2)2.

To prove the product rule, suppose z = a + bi and w = ¢ + di for real numbers a, b, ¢ and d. Then
zw = (a + bi)(c + di). After the usual arithmetic” we get zw = (ac — bd) + (ad + be)i. Therefore,

lzw| = /(ac —bd)? + (ad + bc)?
= Va2c2 — 2abed + b2d? + a2d? + 2abed + b2¢2  Expand
Va2 + a2d? + b2c2 + b2d2 Rearrange terms
Va2 (2 + d?) + b2 (2 + d?) Factor
V(a2 +b2) (2 + d?) Factor
= Va2 +>VeER + d? Product Rule for Radicals
= |z||w] Definition of |z| and |w]
Hence |zw| = |z||w| as required.
Now that the Product Rule has been established, we use it and the Principle of Mathematical
Induction® to prove the power rule. Let P(n) be the statement |2"| = |z|®. Then P(1) is true since
|2t| = |2| = |2|'. Next, assume P(k) is true. That is, assume |2*| = |z[¥ for some k > 1. Our job
is to show that P(k + 1) is true, namely ‘zk“’ = |z[F*1. As is customary with induction proofs,

we first try to reduce the problem in such a way as to use the Induction Hypothesis.

‘zk“‘ = ‘zkz‘ Properties of Exponents
= |2¥||z| Product Rule
= |z|F|z| Induction Hypothesis
|z|¥+1  Properties of Exponents
Hence, P(k + 1) is true, which means |z"| = |z|™ is true for all natural numbers n.

Like the Power Rule, the Quotient Rule can also be established with the help of the Product Rule.
We assume w # 0 (so |w| # 0) and we get

()

1
— ‘ Product Rule.
w

]
w

= |2

®Since the absolute value |z| of a real number = can be viewed as the distance from z to 0 on the number line,
this first property justifies the notation |z| for modulus. We leave it to the reader to show that if z is real, then the
definition of modulus coincides with absolute value so the notation |z| is unambiguous.

5This may be considered by some to be a bit of a cheat, so we work through the underlying Algebra to see this is
true. We know |z| = 0 if and only if v/a2 + b2 = 0 if and only if a® + b*> = 0, which is true if and only if @ = b = 0.
The latter happens if and only if z = a + bi = 0. There.

"See Example 3.4.1 in Section 3.4 for a review of complex number arithmetic.

8See Section 9.3 for a review of this technique.
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Hence, the proof really boils down to showing ‘%‘ = ﬁ This is left as an exercise.

Next, we characterize the argument of a complex number in terms of its real and imaginary parts.

Theorem 11.15. Properties of the Argument: Let z be a complex number.

e If Re(z) # 0 and 6 € arg(z), then tan(f) = Erelg;

e If Re(z) = 0 and Im(z) > 0, then arg(z) = {5 + 27k |k is an integer}.

e If Re(z) = 0 and Im(z) < 0, then arg(z) = {—7 + 27k | k is an integer}.

e If Re(z) = Im(z) = 0, then z = 0 and arg(z) = (—o0, 00).

To prove Theorem 11.15, suppose z = a+ bi for real numbers a and b. By definition, a = Re(z) and
b = Im(z), so the point associated with z is (a,b) = (Re(z),Im(z)). From Section 11.4, we know
that if (r,0) is a polar representation for (Re(z),Im(z)), then tan(f) = gzgg, provided Re(z) # 0.
If Re(z) = 0 and Im(z) > 0, then z lies on the positive imaginary axis. Since we take r > 0, we
have that 6 is coterminal with 7, and the result follows. If Re(z) = 0 and Im(z) < 0, then z lies
on the negative imaginary axis, and a similar argument shows 6 is coterminal with —7. The last
property in the theorem was already discussed in the remarks following Definition 11.2.

Our next goal is to completely marry the Geometry and the Algebra of the complex numbers. To
that end, consider the figure below.

Imaginary Axis

(a,b) «— z=a+ bi +— (r,0)

bi + »

0 a Real Axis

Polar coordinates, (r,0) associated with z = a 4 bi with r > 0.

We know from Theorem 11.7 that a = rcos(f) and b = rsin(f). Making these substitutions for a
and b gives z = a+ bi = rcos(0) + rsin(0)i = r [cos(f) + isin(#)]. The expression ‘cos(f) + i sin(f)’
is abbreviated cis(6) so we can write z = rcis(f). Since r = |z| and 0 € arg(z), we get

Definition 11.3. A Polar Form of a Complex Number: Suppose z is a complex number
and 6 € arg(z). The expression:

|z|cis(8) = |z]| [cos(0) + isin(0)]

is called a polar form for z.
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Since there are infinitely many choices for 6 € arg(z), there infinitely many polar forms for z, so
we used the indefinite article ‘a’ in Definition 11.3. It is time for an example.

Example 11.7.2.
1. Find the rectangular form of the following complex numbers. Find Re(z) and Im(z).

(a) z = 4cis (%) (b) z = 2cis (—3F) (c) z = 3cis(0) (d) z=cis (%)

2. Use the results from Example 11.7.1 to find a polar form of the following complex numbers.

(a) z=+3—i (b) z=—-2+4i (c) z=3i (d) z=-117

Solution.
1. The key to this problem is to write out cis(f) as cos(#) + i sin(6).

(a) By definition, z = 4cis (23 ) =4 [cos (?”) zsm( 7)]. After some simplifying, we get
z = —2+ 2i4/3, so that Re(z) = —2 and Im(z )—2\f

(b) Expanding, we get z = 2cis (——) = 2[ ( ) +zsm( ?jf)] From this, we find
z = —/2—iy2, 50 Re(z) = —v/2 = Im(2).

(c) We get z = 3cis(0) = 3[cos(0) + isin(0)] = 3. Writing 3 = 3 + 0i, we get Re(z) = 3 and
Im(z) = 0, which makes sense seeing as 3 is a real number.

(d) Lastly, we have z = cis (§) = cos (§) + isin (5) = 4. Since i = 0+ 14, we get Re(z) =0
and Im(z) = 1. Since 7 is called the ‘imaginary unit,” these answers make perfect sense.

2. To write a polar form of a complex number z, we need two pieces of information: the modulus
|z| and an argument (not necessarily the principal argument) of z. We shamelessly mine our
solution to Example 11.7.1 to find what we need.

(a) For z = V3 —14, |z| =2 and § = —F, so z = 2cis (—%). We can check our answer by
converting it back to rectangular form to see that it simplifies to z = /3 — 1.

(b) For z = —2 +4i, |z| = 2v/5 and @ = m — arctan(2). Hence, z = 2+/5cis(m — arctan(2)).
It is a good exercise to actually show that this polar form reduces to z = —2 + 44.

(c) For z = 3i, || = 3 and § = 5. In this case, z = 3cis(5). This can be checked
geometrically. Head out 3 units from 0 along the positive real axis. Rotating § radians

counter-clockwise lands you exactly 3 units above 0 on the imaginary axis at z = 3i.

(d) Last but not least, for z = —117, |z| = 117 and § = 7. We get z = 117cis(7). As with
the previous problem, our answer is easily checked geometrically. O
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The following theorem summarizes the advantages of working with complex numbers in polar form.

Theorem 11.16. Products, Powers and Quotients Complex Numbers in Polar Form:
Suppose z and w are complex numbers with polar forms z = |z|cis(«) and w = |w]|cis(B). Then

e Product Rule: zw = |z||w]|cis(a + 8)

e Power Rule (DeMoivre’s Theorem) : 2" = |z|"cis(nf) for every natural number n

2|

¢ Quotient Rule: c = —cis(a — ), provided |w| # 0
w

|w]

The proof of Theorem 11.16 requires a healthy mix of definition, arithmetic and identities. We first
start with the product rule.

2w = [|z|cis(a)] [[wlcis(B)]
= |z||w]| [cos(a) + isin(a)] [cos(B) + i sin(S3)]

We now focus on the quantity in brackets on the right hand side of the equation.

[cos(a) 4+ isin(a)] [cos(B) + isin(B)] = cos(a)cos(B) + icos(a) sin()

+isin(a) cos(B) + i? sin(a) sin(3)

= cos(a) cos(B) + % sin(a) sin(3) Rearranging terms
+ i sin(a) cos(B) + i cos(a) sin(f)

= (cos(a)cos(B) — sin(«) sin(3)) Since i2 = —1
+ 1 (sin(a) cos(B) + cos(a) sin(3)) Factor out @

= cos(a+ B) +isin(a + ) Sum identities

= cis(a+p) Definition of ‘cis’

Putting this together with our earlier work, we get zw = |z||w|cis(a + ), as required.

Moving right along, we next take aim at the Power Rule, better known as DeMoivre’s Theorem.’

We proceed by induction on n. Let P(n) be the sentence 2" = |z|"cis(nf). Then P(1) is true, since
2! = 2 = |z|cis(0) = |2|'cis(1 - ). We now assume P(k) is true, that is, we assume z¥ = |z|Fcis(k6)
for some k > 1. Our goal is to show that P(k + 1) is true, or that zF*1 = |z|**lcis((k + 1)0). We
have

2l = kg Properties of Exponents

(|z[*cis(k8)) (|z|cis(f)) Induction Hypothesis
= (|2|*|2]) cis(k0 + 6) Product Rule
|z|F*cis((k + 1)0)

9Compare this proof with the proof of the Power Rule in Theorem 11.14.
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Hence, assuming P(k) is true, we have that P(k + 1) is true, so by the Principle of Mathematical
Induction, 2" = |z|"cis(nf) for all natural numbers n.

The last property in Theorem 11.16 to prove is the quotient rule. Assuming |w| # 0 we have

zZ |z|cis(«)
w = Juls(d)
_ <|z|> cos(a) + isin(«)
|lw| ) cos(B) + isin(f)

Next, we multiply both the numerator and denominator of the right hand side by (cos(5) —isin(3))
which is the complex conjugate of (cos(8) + isin(B)) to get

Z <|Z> cos(a) + isin(a) cos(B) — isin(B)
] cos(B) +isin(B) cos(B) —isin(B)

If we let the numerator be N = [cos(a) + ¢sin(«)] [cos(B) — isin(f)] and simplify we get

N = [cos(a)+ isin(a)] [cos(B) — isin(B)]

cos(a) cos(B) — i cos(a) sin(B) + isin(a) cos(B) — i?sin(a) sin(8) Expand

[cos(a) cos(B) + sin(a) sin(B)] + i [sin(a) cos(B) — cos(a) sin(f)] Rearrange and Factor
cos(a — B) +isin(a — ) Difference Identities

= cis(a — f) Definition of ‘cis’
If we call the denominator D then we get

D = Jcos(B) +isin(B)] [cos(B) — isin(S)]

= cos?(B) —i cos( )sin(B) + i cos(B) sin(B) — i2sin?(8) Expand

= cos?(B) —i?sin?(B) Simplify

= cos?(B) + sin?(B) Again, 2 = —1

= 1 Pythagorean Identity

Putting it all together, we get

z <]z> cos(a) + isin(a) . cos(B) — isin(B)
w |w| ) cos(B) +isin(B) cos(B) — isin(SB)

= |‘5j|‘01s(oz - f)

and we are done. The next example makes good use of Theorem 11.16.
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Example 11.7.3. Let z = 23 +2i and w = —1 + iv/3. Use Theorem 11.16 to find the following.

1. zw 2. wd 3. z
w

Write your final answers in rectangular form.

Solution. In order to use Theorem 11.16, we need to write z and w in polar form. For z = 2v/342i,

we find |z| = 1/(2v/3)2 4 (2)2 = V16 = 4. If 0 € arg(z), we know tan(f) = Imgzg \2[ \[ Since

z lies in Quadrant I, we have § = & + 2mk for integers k. Hence, z = 4cis ( ) or w = —1 + i3,

we have |w| = 1/(—1)2 + (v/3)2 = 2. For an argument 6 of w, we have tan(f) = ¥2 = —+/3. Since
w lies in Quadrant II, 8 = 2” + 2xk for integers k and w = 2cis ( ) We can n proceed

1. We get zw = (4cis (%)) (2CiS (%”)) = 8cis (% + 2{) = 8cis (‘%”) =38 [cos( ) + ¢sin (%’r)]
After simplifying, we get zw = —4v/3 + 4i.

2. We use DeMoivre’s Theorem which yields w?® [2015 (% ] = (5 ?) = 32cis (10”)
107w

cis
Since =" is coterminal with %’r, we get w® = 32 [cos (%) +1 (?”)] = —16 — 16iv/3.

Z_ 4ois(3) _ o4 2\ _ o . :
3. Last, but not least, we have w = ﬁ = 5cis (5 — %) = 2cis (—g) Since —7 is a
quadrantal angle, we can ‘see’ the rectangular form by moving out 2 units along the positive
real axis, then rotating 7 radians clockwise to arrive at the point 2 units below 0 on the

imaginary axis. The long and short of it is that - = —2i. O

Some remarks are in order. First, the reader may not be sold on using the polar form of complex
numbers to multiply complex numbers — especially if they aren’t given in polar form to begin with.
Indeed, a lot of work was needed to convert the numbers z and w in Example 11.7.3 into polar form,
compute their product, and convert back to rectangular form — certainly more work than is required
to multiply out zw = (2v/3 4 2i)(—1 + iy/3) the old-fashioned way. However, Theorem 11.16 pays
huge dividends when computing powers of complex numbers. Consider how we computed w® above
and compare that to using the Binomial Theorem, Theorem 9.4, to accomplish the same feat by
expanding (—1 + 41/3)5. Division is tricky in the best of times, and we saved ourselves a lot of

time and effort using Theorem 11.16 to find and simplify ;> using their polar forms as opposed to

starting with 2‘[+53, rationalizing the denominator, and so forth.

There is geometric reason for studying these polar forms and we would be derelict in our duties if
we did not mention the Geometry hidden in Theorem 11.16. Take the product rule, for instance. If
z = |z|cis(a) and w = |w|cis(B), the formula zw = |z||w|cis(a + B) can be viewed geometrically as
a two step process. The multiplication of |z| by |w| can be interpreted as magnifying'® the distance
|z| from z to 0, by the factor |w|. Adding the argument of w to the argument of z can be interpreted
geometrically as a rotation of  radians counter-clockwise.!! Focusing on z and w from Example

10 Assuming |w| > 1.
1 Assuming 3 > 0.
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11.7.3, we can arrive at the product zw by plotting z, doubling its distance from 0 (since |w| = 2),

and rotating 2% radians counter-clockwise. The sequence of diagrams below attempts to describe

this process geometrically.

Imaginary Axis Imaginary Axis
6i 4 6i |
51+ 574
i zw78c1s(%+2”) A
1.“ /\/*z\w\ = 8cis (%) *\/\ "“ /\/‘ z|lw| = 8cis (%)
31+ X N 3+ _X
21 Py ~ * > ; g =
+ — 4eis (T
) x Z—4ClS(6) \y\ /27’“\ /)(/
1T A A 1+ A
S A AN 152 S
01 2 3 4 5 6 7 RealAxis -7-6-5-4-3-2-1 |01 2 3 4 5 6 7 Real Axis
Multiplying z by |w| = 2. Rotating counter-clockwise by Arg(w) = 2?” radians.
Visualizing zw for z = 4cis (%) and w = 2cis (2{)
We may also visualize division similarly. Here, the formula = = %cis(a — ) may be interpreted

as shrinking'? the distance from 0 to z by the factor |w|, followed up by a clockwise'? rotation of 3

radians. In the case of 2z and w from Example 11.7.3, we arrive at - by first halving the distance

from 0 to z, then rotating clockwise 2% radians.

Imaginary Axis Imaginary Axis
3i4 ( //‘ (‘—i}l)z:%is (%)
X
-7
21 + » — q jus ’ t t
e % = 4cis ( 6) 10 2 3 Real Axis
X I
1 1N Lo —il
¢ //X(W)272CIS(%) |
A |
-
z ' ' ' —2ik  zw = 2cis (%2?“)
0 1 2 3 Real Axis |
1
Dividing z by |w| = 2. Rotating clockwise by Arg(w) = 2?” radians.

Visualizing z for z = 4cis (%) and w = 2cis (2—)
w

Our last goal of the section is to reverse DeMoivre’s Theorem to extract roots of complex numbers.

Definition 11.4. Let z and w be complex numbers. If there is a natural number n such that

w" = z, then w is an n*? root of z.

Unlike Definition 5.4 in Section 5.3, we do not specify one particular prinicpal n' root, hence the
use of the indefinite article ‘an’ as in ‘an n'" root of z’. Using this definition, both 4 and —4 are

12 Again, assuming |w| > 1.
13 Again, assuming 8 > 0.
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square roots of 16, while v/16 means the principal square root of 16 as in v/16 = 4. Suppose we
wish to find all complex third (cube) roots of 8. Algebraically, we are trying to solve w? = 8. We
know that there is only one real solution to this equation, namely w = /8 = 2, but if we take the
time to rewrite this equation as w3 — 8 = 0 and factor, we get (w — 2) (w2 + 2w + 4) = 0. The
quadratic factor gives two more cube roots w = —1 =+ i+/3, for a total of three cube roots of 8. In
accordance with Theorem 3.14, since the degree of p(w) = w® — 8 is three, there are three complex
zeros, counting multiplicity. Since we have found three distinct zeros, we know these are all of the
zeros, so there are exactly three distinct cube roots of 8. Let us now solve this same problem using
the machinery developed in this section. To do so, we express z = 8 in polar form. Since z = 8 lies
8 units away on the positive real axis, we get z = 8cis(0). If we let w = |w]|cis(a) be a polar form
of w, the equation w? = 8 becomes

wd = 8
(Jwlcis(a))® = 8cis(0)
|w|3cis(3a) = 8cis(0) DeMoivre’s Theorem

The complex number on the left hand side of the equation corresponds to the point with polar
coordinates (|w\3, Sa), while the complex number on the right hand side corresponds to the point
with polar coordinates (8,0). Since |w| > 0, so is |w|®, which means (Jw|?,3a) and (8,0) are
two polar representations corresponding to the same complex number, both with positive r values.
From Section 11.4, we know |w|® = 8 and 3a = 0 + 27k for integers k. Since |w| is a real number,
we solve |w|?> = 8 by extracting the principal cube root to get |w| = /8 = 2. As for «a, we get
a= % for integers k. This produces three distinct points with polar coordinates corresponding to
k =0, 1 and 2: specifically (2,0), (2, 2%) and (2, %”) These correspond to the complex numbers
wy = 2cis(0), wy, = 2cis (%“) and w, = 2cis (4%), respectively. Writing these out in rectangular form
yields wy = 2, w; = =1+ iv3 and w, = —1 — iv/3. While this process seems a tad more involved
than our previous factoring approach, this procedure can be generalized to find, for example, all of
the fifth roots of 32. (Try using Chapter 3 techniques on that!) If we start with a generic complex
number in polar form z = |z|cis(d) and solve w"™ = z in the same manner as above, we arrive at the
following theorem.

Theorem 11.17. The n'? roots of a Complex Number: Let z # 0 be a complex number
with polar form z = rcis(d). For each natural number n, z has n distinct n'® roots, which we
denote by wq, wy, ..., w, _,, and they are given by the formula

n

0 2
wy, = /rcis ( + Wk)
n

The proof of Theorem 11.17 breaks into to two parts: first, showing that each w, is an n*® root, and

second, showing that the set {w, |k =0,1,...,(n — 1)} consists of n different complex numbers.
To show wj, is an ' root of z, we use DeMoivre’s Theorem to show (w,)" = z.
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(w)" = (Yrcis (£ + Zk))"
= ({1/77) cis (n [% + %k]) DeMoivre’s Theorem
= rcis (0 + 27k)

Since k is a whole number, cos(f + 27k) = cos(f) and sin(f + 27k) = sin(). Hence, it follows that
cis(6 + 27k) = cis(f), so (w,)" = rcis(f) = z, as required. To show that the formula in Theorem
11.17 generates n distinct numbers, we assume n > 2 (or else there is nothing to prove) and note
that the modulus of each of the w, is the same, namely {/r. Therefore, the only way any two of
these polar forms correspond to the same number is if their arguments are coterminal — that is, if
the arguments differ by an integer multiple of 27. Suppose k and j are whole numbers between 0
and (n —1), inclusive, with k # j. Since k and j are different, let’s assume for the sake of argument
that £ > j. Then (H Q“k) (f + ]) =27 (k J). For this to be an integer multiple of 2,
(k — j) must be a multiple of n. But because of the restrictions on k and j, 0 < k —j < n — 1.
(Think this through.) Hence, (k — j) is a positive number less than n, so it cannot be a multiple
of n. As a result, w, and w; are different complex numbers, and we are done. By Theorem 3.14,
we know there at most n distinct solutions to w™ = z, and we have just found all of them. We

illustrate Theorem 11.17 in the next example.

Example 11.7.4. Use Theorem 11.17 to find the following:

1. both square roots of z = —2 + 2i\/3
2. the four fourth roots of z = —16
3. the three cube roots of z = /2 + iv/2

4. the five fifth roots of z = 1.
Solution.

1. We start by writing z = —2 + 2iv/3 = 4cis (%’r) To use Theorem 11.17, we identify r = 4,

0= 2{ and n = 2. We know that z has two square roots, and in keeping with the notation

in Theorem 11.17, we’ll call them w, and w,. We get w, = /4cis ( (CurL 2{(0)) = 2cis (%)

and w, = V/4cis ( @n/3) 4 27r(1)) = 2cis (%’r) In rectangular form, the two square roots of

z are wy = 1+ iv/3 and w, = —1 — iv/3. We can check our answers by squaring them and
showing that we get z = —2 + 2iv/3.

2. Proceeding as above, we get z = —16 = 16¢is(7). With r = 16, § = 7w and n = 4, we get the
four fourth roots of z to be wo = V/16cis (Z + Z7(0)) = 2cis (T ) fms (24+2(1) =
2(:18( ), \/>c1s( (2 ) = 2CIS( ) and wy = \/>01s(4 ) 2013( )
Converting these to rectangular form gives w, = \f+i\/§, w, = —\/ﬁ—i—z\f, Wy = —\f—zxf

and w; = V2 — iv/2.
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3. For z = v/2+iv/2, we have z = 2cis (%) With r = 2,0 = 7 and n = 3 the usual computations
yield w, = 2cis (%), w, = V2cis (%) = /2cis (%T”) and w, = v/2cis (%) If we were
to convert these to rectangular form, we would need to use either the Sum and Difference
Identities in Theorem 10.16 or the Half-Angle Identities in Theorem 10.19 to evaluate w, and
w,. Since we are not explicitly told to do so, we leave this as a good, but messy, exercise.

4. To find the five fifth roots of 1, we write 1 = 1cis(0). We have r = 1, § = 0 and n = 5.
Since v/1 = 1, the roots are w, = cis(0) = 1, w, = cis (%”), W, = CiS (4%), wy = Cis (%”) and
wy = Cis (%’r) The situation here is even graver than in the previous example, since we have
not developed any identities to help us determine the cosine or sine of %” At this stage, we

could approximate our answers using a calculator, and we leave this as an exercise. ]

Now that we have done some computations using Theorem 11.17, we take a step back to look
at things geometrically. Essentially, Theorem 11.17 says that to find the n'® roots of a complex
number, we first take the n'® root of the modulus and divide the argument by n. This gives the
first root w,. Each succeessive root is found by adding 2% to the argument, which amounts to
rotating w, by %’T radians. This results in n roots, spaced equally around the complex plane. As
an example of this, we plot our answers to number 2 in Example 11.7.4 below.

Imaginary Axis

2+
w1 - » wo
N . s
\ T /
X T~ X
N v
[~
_92 1 & AN / 1 2 Real Axis
s \
x 1 x
s —id N
s N
wo % » w3
—92
The four fourth roots of z = —16 equally spaced %f = % around the plane.

We have only glimpsed at the beauty of the complex numbers in this section. The complex plane
is without a doubt one of the most important mathematical constructs ever devised. Coupled with
Calculus, it is the venue for incredibly important Science and Engineering applications.'® For now,
the following exercises will have to suffice.

4For more on this, see the beautifully written epilogue to Section 3.4 found on page 294.



1004 APPLICATIONS OF TRIGONOMETRY

11.7.1 EXERCISES

In Exercises 1 - 20, find a polar representation for the complex number z and then identify Re(z),
Im(z), |z|, arg(z) and Arg(z).

1. 2=9+9; 2. z2=5+5iV/3 3. 2 =6i 4. 7z = —32+3iV/2
1

5. 2= —6v3+6i 6. 2= —2 7.z:—\é§—2i 8 z=-3-3i

9. 2= —5i 10. z = 22 — 2iV/2 11. z2=6 12. 2z =iv7

13. 2=3+4i 14. z2=2+1 15. 2 = —7 + 244 16. 2 = —2 + 64

17. 2= —12 —5i 18. 2= —5—2i 19. 2=4—2; 20. z=1-3i

In Exercises 21 - 40, find the rectangular form of the given complex number. Use whatever identities
are necessary to find the exact values.

21. z = 6¢is(0) 22. z = 2cis (%) 23. z = T\/2cis (%) 24. z = 3cis (g)
2 3 4
95. 2 = 4cis <;> 26. » = \/6eis (I) 97. 2 = Ocis () 98. » = 3cis <;>
. 3m _ (37 1. (T o [ T
29. z = Tcis <4) 30. z = /13cis ( 5 ) 3l. z = 5 Cis (4) 32. z = 12cis <—§)
L (T A
33. z = Scis (ﬁ) 34. 2 = 2cis <8>
. 4 ) 1
35. z = bcis | arctan 3 36. z = +/10cis | arctan 3
37. z = 15cis (arctan (—2)) 38. z = /3 (arctan (—v/2))
39 50cis arcta ’ 40 1c's + arcta >
. 2z =50cis | m — arctan | — . z= =cis | w4+ arctan [ —
24 2 12
: 3V3 | 3. : :
For Exercises 41 - 52, use z = 5 + 3 and w = 3v/2 — 3iv/2 to compute the quantity. Express
your answers in polar form using the principal argument.
A1, 2w 12. = 43. 2 44. 2
w z
52
45. w? 46. 2Pw? 47. 23w? 48. =
w
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49.

3 2 6
w z w w
v 50. 2 51. & 52. (f)
22 w? 23 z

In Exercises 53 - 64, use DeMoivre’s Theorem to find the indicated power of the given complex
number. Express your final answers in rectangular form.

53.

o7.

61.

(—2 4 2iv3)° 54. (—v/3 —i)3 55. (—3 + 3i)* 56. (v/3 + i)
55,) RVAY 3 33\° Vi)
<2 + 2'L> 58. (—2 — 2@) 59. <2 — 22) 60. (3 — 3’L>

4
(\f + \fl> 62. (2+ 2i)° 63. (V3—1i)° 64. (1—1)°

In Exercises 65 - 76, find the indicated complex roots. Express your answers in polar form and
then convert them into rectangular form.

65.

67.

69.

71.

73.

75.

7.

78.
79.

the two square roots of z = 44 66. the two square roots of z = —25¢

the two square roots of z = 1 +4v/3 68. the two square roots of % — 57\/52

the three cube roots of z = 64 70. the three cube roots of z = —125

the three cube roots of z =i 72. the three cube roots of z = —8i

the four fourth roots of z = 16 74. the four fourth roots of z = —81

the six sixth roots of z = 64 76. the six sixth roots of z = —729

Use the Sum and Difference Identities in Theorem 10.16 or the Half Angle Identities in

Theorem 10.19 to express the three cube roots of z = v/2 + iv/2 in rectangular form. (See
Example 11.7.4, number 3.)

Use a calculator to approximate the five fifth roots of 1. (See Example 11.7.4, number 4.)

According to Theorem 3.16 in Section 3.4, the polynomial p(x) = z* + 4 can be factored
into the product linear and irreducible quadratic factors. In Exercise 28 in Section 8.7, we
showed you how to factor this polynomial into the product of two irreducible quadratic factors
using a system of non-linear equations. Now that we can compute the complex fourth roots
of —4 directly, we can simply apply the Complex Factorization Theorem, Theorem 3.14, to
obtain the linear factorization p(z) = (z — (1 +14))(z — (1 —i))(x — (=1 + 1)) (z — (=1 —17)).
By multiplying the first two factors together and then the second two factors together, thus
pairing up the complex conjugate pairs of zeros Theorem 3.15 told us we’d get, we have
that p(z) = (22 — 2z + 2)(z? + 22 + 2). Use the 12 complex 12" roots of 4096 to factor
p(z) = 22 — 4096 into a product of linear and irreducible quadratic factors.
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80. Complete the proof of Theorem 11.14 by showing that if w # 0 than ‘%| =1,

|w]

81. Recall from Section 3.4 that given a complex number z = a+bi its complex conjugate, denoted
Z, is given by Z = a — bi.
(a) Prove that |Z| = |z|.
(b) Prove that |z| = v/2Z
Z—Z
2i
Show that if § € arg(z) then —f € arg (Z). Interpret this result geometrically.

and Im(z) =
d

)

)
(c) Show that Re(z) = itz
(d)
(e) Is it always true that Arg(z) = —Arg(z)?

82. Given any natural number n > 2, the n complex n™® roots of the number z = 1 are called the

n'® Roots of Unity. In the following exercises, assume that n is a fixed, but arbitrary,
natural number such that n > 2.

th

(a) Show that w =1 is an n"" root of unity.

(b) Show that if both w; and w, are n*® roots of unity then so is their product w;wy.

(c) Show that if w; is an n*" root of unity then there exists another n' root of unity w;

such that w,w; = 1. Hint: If w; = cis(0) let w;; = cis(2r — ). You'll need to verify
that w; = cis(27 — ) is indeed an n* root of unity.

83. Another way to express the polar form of a complex number is to use the exponential function.
For real numbers ¢, Euler’s Formula defines e = cos(t) + i sin(t).

(a) Use Theorem 11.16 to show that e = €@V for all real numbers z and .

(b) Use Theorem 11.16 to show that (e”)n = ¢/("?) for any real number x and any natural
number n.
i
(c) Use Theorem 11.16 to show that gl ¢®=Y) for all real numbers z and y.
€

(d) If z = rcis(d) is the polar form of z, show that z = re where = t radians.

(e) Show that €™ +1 = 0. (This famous equation relates the five most important constants
in all of Mathematics with the three most fundamental operations in Mathematics.)
eit 4 it it _ it
(f) Show that cos(t) = — and that sin(t) = — for all real numbers t.


http://en.wikipedia.org/wiki/Leonhard_Euler
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11.7.2 ANSWERS

1.

10.

11.

12.

13.

z:9+9¢:9fcis(g), Re(z) =9, Im(z) =9, |z|=9V2

arg(z) = {§ + 2rk| k is an integer} and Arg(z) = T
.z:5+5if:10cis(g), Re(z) =5, Im(z) =53, |z| =10

arg(z) = { + 2rk |k is an integer} and Arg(z) = %.
.z:6i:6cis(g), Re(z) =0, Im(z) =6, |z| =6

arg(z) = {3 + 2nk |k is an integer} and Arg(z) = %.

z= —3\f+3¢f: 6cis (27), Re(z) = —3v2, Im(z) =3V2, [2[=6

arg(z {3“ + 27k | k is an mteger} and Arg(z) = ?jf.

z:—6f+6i=12cis(%), Re(z) = —6v/3, Im(z) =6, |z| =12

arg(z) = {3F + 27k | k is an integer} and Arg(z) = 3F.
z=—-2=2is(m), Re(z)=-2, Im(2)=0, |z|=2

arg(z) = {(2k + 1)7 | k is an integer} and Arg(z) =

z=—Y3 _ 1j— s (Ix), Re():—ﬁ, Im(z) = —3, |2[=1
2 6 2

2
arg(z) = {% + 27k | k is an integer} and Arg(z) =

z:—3—3z’:3\fcis(5i), Re(z) = =3, Im(z) = =3, |z| =3V2

arg(z) = {2F + 27k | k is an integer} and Arg(z) = —3I.

. z:—5i:5cis(37”), Re(z) =0, Im(z)=-5, |z2]=5
arg(z) = {2 + 27k | k is an integer} and Arg(z) = —3.
z:2f—2i\/:4cis(ﬁ), e(2) = 2v2, Tm(z) = —2v2, |2| =4
arg(z) = {IF + 27k | k is an integer} and Arg(z) = —Z.

z=06=06cis (0), Re(z) =6, Im(z)=0, |z|=6

arg(z) = {27k | k is an integer} and Arg(z) = 0.
z=W:%is<%), e(z) =0, Im(z) = V7, |z| =7

arg(z) = {% +2nk |k is an integer} and Arg(z) = %.

z =3 +4i = bcis (arctan (3)), Re(z) =3, Im(z) =4, |z|=5
arg(z) = {arctan ( ) 4 27k | k is an integer} and Arg(z) = arctan (%)
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14.

15. 2

16.

17. 2

18.

19.

20.

21.

23.

25.

27.

29.

31. 2

33.

35.

37.

39.

APPLICATIONS OF TRIGONOMETRY

2z =+/2+4i=+/3cis (arctan (?)), Re(z) =v2, Im(z) =1, |z|=+V3
arg(z) = {arctan (‘f) + 27k | k is an 1nteger} and Arg(z) = arctan (@)

= —7+24i = 25cis (r — arctan (2)), Re(z) = -7, Im(z) =24, [z| =25

arg(z) = {m — arctan (% 1) + 27k | k is an integer} and Arg(z) = 7 — arctan (274)

z = —2+ 6i = 2y/10cis (7 — arctan (3)), Re(z) =—2, Im(z) =6, [z| =2V10
arg(z) = {m — arctan (3) + 27k | k is an integer} and Arg(z) = m — arctan (3).

= —12 — 5i = 13cis (7 + arctan (3)), Re(z) = —12, Im(z) = -5, |z|=13
arg(z) = {m + arctan (12) + 27k | k is an integer} and Arg(z) = arctan (152) .

z:—5—2i:\ﬁcis(7r+arctan(2)), Re(z) = =5, Im(z) = -2, |z| =29

arg(z) = {m + arctan (2) + 27k | k is an 1nteger} and Arg(z) = arctan (2) — .

z =4 —2i =2V/5cis (arctan (—1)), Re(z) =4, Im(z) = -2, |2[=2V5
arg(z) = {arctan (—%) + 27k | k is an mteger} and Arg(z) = arctan (—1) = — arctan (3).

z=1-3i = /10cis (arctan (—3)), Re(z) =1, Im(z) = -3, |z| =10
arg(z) = {arctan (—3) + 27k | k is an integer} and Arg(z) = arctan (—3) = — arctan(3).

z = 6cis(0) = 6 22. z=2cis (§) =V3+i
z=TV2is (%) =7+ Ti 24. z = 3cis (§) = 3i
z=dcis () = -2+ 2iV3 26. z_\/ms(f):—\/gﬂ'\/ﬁ
z = 9cis (1) = —9 28. z = 3cis () =
2 = Tcis (— %f)— f—%\/ﬁi 30.z_fc1s(§)—

= Leis (Tr) = ¥2 — j¥2 32. z=12cis (-%) = 6 — 6iV/3

z:801s(%): V24+V3+4ivV/2 -3 34.z:2cis(§”) \/2+\f+2\/2—
Z = HCIs (arctan ( )) =3+ 41 36. z = +/10cis (arctan (%)) =3+
z = 15cis (arctan (—2)) = 3v/5 — 6iv/5 38. z = /3cis (arctan (—ﬂ)) =1-—1iV2

z = 50cis (7T — arctan (2—74)) = —48 + 144 40. z = %cis (7T + arctan (%)) = —1% — 25%
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In Exercises 41 - 52, we have that z = 3‘[ + 21 = 3cis (%) and w = 3v/2 — 3iv/2 = 6¢is ( %) SO
we get the following.

41. zw = 18cis (13) 42. 2 = Lcis (- L) 43. % = 2cis (4I)
44. z* = 8lcis (%) 45. w3 = 216cis (—2F) 46. zPw? = 8748cis (— %)
47. 23w? = 972cis(0) 48. = = 3cis (— &) 49. % = Zcis (I)
50. j}—?; = 3cis(r) 51. 1;’—; = Zcis(r) 52. (%)6 = 64cis (—3)
53. (—2+2iv3)° = 64 54. (—V3 —i)3 = —8i 55. (—3+ 3i)* = —324
6

56. (VB+i)t=—8+8iv3 5T (3+30)° =-1B 18 sy (—1-b3) =

3 _ 3,73 _ 21 _ 27 5_1\'_ _s _siv3 2 5 \* _

62. (2 +2i)5 = —128 — 128 63. (V3 —1i)=-16v/3—-16i 64. (1—-i)® =16
65. Since z = 4i = 4cis (%) we have

wo = 2cis (F) = V2 +iv2 w, = 2cis (3F) = —/2 —iV/2

66. Since z = —25¢ = 25cis (3”) we have

w, = dcis (%T”) = —57‘/5 + %ﬁz w;, = dcis (%’T) = % %z
67. Since z = 1 + iv/3 = 2cis (%) we have
i (5) = 5 s () = 48 — i
68. Since z = % — %z = bcis (%’r) we have
wy = v/ Heis (%’r) = — 2154-751' \/gcis(llw) :@—éz

69. Since z = 64 = 64cis (0) we have

w, = 4cis (0) = 4 w, =4eis () = -2+ 2iv/3  w, =4cis () = -2 -2iV3
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70. Since z = —125 = 125cis (7) we have

w, = beis (§) = 3 + ST\/?:Z w, = beis () = =5 w, = beis (3F) = 3 — 5v3,

71. Since z = ¢ = cis (g we have

wozcis(%):§+%i wlzcis(%):—§+%i wgzcis(%ﬂ):—i
72. Since z = —8i = 8cis (37”) we have
w0:2cis(%):2i w1:2cis(%):—\/§—i w2:cis(nT“):\/§—i
73. Since z = 16 = 16c¢is (0) we have
w, = 2cis (0) = 2 w, = 2cis (5) = 2i
w, = 2cis (1) = —2 w,y = 2cis (3F) = —2i
74. Since z = —81 = 81cis (7) we have
w, = 3cis (T) = 37\/5+32ﬁ2 w, = 3cis (37) = —3¥2 4 3¥24
wy = 3Cis (57) :—%ﬁ—%ﬁi ws = 3cis (%”) = %—%z
75. Since z = 64 = 64cis(0) we have
w, = 2cis(0) = 2 w, = 2cis (%) =14 V/3i w, = 2cis (&) = -1+ V/3i
wy = 2cis (7) = —2 wy, =2cis (—&) =-1-V3i w;=2cis(-3)=1-V3i
76. Since z = —729 = 729cis(7) we have
w, = 3cis (%) = % + %z w; = Jcis (%) =3 wy = 3cis (%”) = —32£ + %2
wy = 3cis (%”) = —%ﬁ — %z w, = 3cis (—37”) =—-3i ws = 3cis (—HT”) = % - %z

77. Note: In the answers for w, and w, the first rectangular form comes from applying the

appropriate Sum or Difference Identity ({5 = § — 7 and 117—2” = %’r + 3™ respectively) and the

second comes from using the Half-Angle Identities.

wy = %Cis(%) = %<\/61\/§+i(\/62\/§>> = \3/§< Y 2;‘5—1—@' Y 22_‘/§>
w, = 2cis (%) = /2 (—g + @z)

s = Vcis () = V2 (L2508 41 (2500)) - v (V08 4 a0
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78. wy, = cis(0) =1

w, = cis (2F) ~ 0.309 4 0.951i
w, = cis (4F) ~ —0.809 + 0.588i
w, = cis () ~ —0.809 — 0.588i
w, = cis (82) ~ 0.309 — 0.9514

79. p(x) = 2'2-4096 = (z—2)(z+2) (22 +4) (2> — 2z +4) (2® + 22+ 4) (2® — 232 +4) (2% +2/3+4)
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11.8 VECTORS

As we have seen numerous times in this book, Mathematics can be used to model and solve
real-world problems. For many applications, real numbers suffice; that is, real numbers with the
appropriate units attached can be used to answer questions like “How close is the nearest Sasquatch
nest?” There are other times though, when these kinds of quantities do not suffice. Perhaps it is
important to know, for instance, how close the nearest Sasquatch nest is as well as the direction in
which it lies. (Foreshadowing the use of bearings in the exercises, perhaps?) To answer questions
like these which involve both a quantitative answer, or magnitude, along with a direction, we use
the mathematical objects called vectors.! A vector is represented geometrically as a directed line
segment where the magnitude of the vector is taken to be the length of the line segment and the
direction is made clear with the use of an arrow at one endpoint of the segment. When referring to
vectors in this text, we shall adopt? the ‘arrow’ notation, so the symbol ¥ is read as ‘the vector v’.
Below is a typical vector ¢ with endpoints P (1,2) and @ (4,6). The point P is called the initial
point or tail of ¥ and the point @ is called the terminal point or head of ¥. Since we can reconstruct
¢ completely from P and @, we write ¥ = P(Q), where the order of points P (initial point) and @
(terminal point) is important. (Think about this before moving on.)

Q(4,6)

P(1,2)

7=PQ

While it is true that P and ) completely determine ¥, it is important to note that since vectors are
defined in terms of their two characteristics, magnitude and direction, any directed line segment
with the same length and direction as ¥ is considered to be the same vector as ¥, regardless of its
initial point. In the case of our vector ' above, any vector which moves three units to the right
and four up? from its initial point to arrive at its terminal point is considered the same vector as ¥.
The notation we use to capture this idea is the component form of the vector, ¥ = (3,4), where the
first number, 3, is called the x-component of ¥ and the second number, 4, is called the y-component
of . If we wanted to reconstruct v = (3,4) with initial point P’(—2,3), then we would find the
terminal point of ¢’ by adding 3 to the z-coordinate and adding 4 to the y-coordinate to obtain the
terminal point Q'(1,7), as seen below.

1The word ‘vector’ comes from the Latin vehere meaning ‘to convey’ or ‘to carry.’

20ther textbook authors use bold vectors such as v. We find that writing in bold font on the chalkboard is
inconvenient at best, so we have chosen the ‘arrow’ notation.

31f this idea of ‘over’ and ‘up’ seems familiar, it should. The slope of the line segment containing ¥ is %.
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P’ (-2,3)

over 3

¥ = (3,4) with initial point P’ (-2, 3).

The component form of a vector is what ties these very geometric objects back to Algebra and
ultimately Trigonometry. We generalize our example in our definition below.

Definition 11.5. Suppose ' is represented by a directed line segment with initial point P (z, yo)
and terminal point @ (x,y,). The component form of ¥ is given by

77:]%: <.7}1 _x07y1_y0>

Using the language of components, we have that two vectors are equal if and only if their corre-
sponding components are equal. That is, (v;,v,) = (v}, v)) if and only if v, = v] and v, = v).
(Again, think about this before reading on.) We now set about defining operations on vectors.
Suppose we are given two vectors ¥ and w. The sum, or resultant vector ¥ 4+ w is obtained as
follows. First, plot ¥. Next, plot « so that its initial point is the terminal point of ¥. To plot the
vector ¥ + w we begin at the initial point of ¥ and end at the terminal point of . It is helpful to
think of the vector ¥ 4+ w as the ‘net result’ of moving along ¢’ then moving along .

g,

R
U
v, W, and U+ W

Our next example makes good use of resultant vectors and reviews bearings and the Law of Cosines.*

Example 11.8.1. A plane leaves an airport with an airspeed® of 175 miles per hour at a bearing
of N40°E. A 35 mile per hour wind is blowing at a bearing of S60°E. Find the true speed of the
plane, rounded to the nearest mile per hour, and the true bearing of the plane, rounded to the
nearest degree.

4If necessary, review page 905 and Section 11.3.
SThat is, the speed of the plane relative to the air around it. If there were no wind, plane’s airspeed would be the
same as its speed as observed from the ground. How does wind affect this? Keep reading!
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Solution: For both the plane and the wind, we are given their speeds and their directions. Coupling
speed (as a magnitude) with direction is the concept of velocity which we’ve seen a few times before
in this textbook.® We let ¥ denote the plane’s velocity and % denote the wind’s velocity in the
diagram below. The ‘true’ speed and bearing is found by analyzing the resultant vector, ¢ + .
From the vector diagram, we get a triangle, the lengths of whose sides are the magnitude of 7,
which is 175, the magnitude of @, which is 35, and the magnitude of ¥ 4+ @, which we’ll call c.
From the given bearing information, we go through the usual geometry to determine that the angle
between the sides of length 35 and 175 measures 100°.

N N
v :
AN 35
.“i’ 7+ W e A
s 100°
s
40° e
N P 175
7z «
e 10° R, c
’ -
// \
//
7
7
4
v
/‘ [ /
60° 60°

From the Law of Cosines, we determine ¢ = \/31850 — 12250 cos(100°) ~ 184, which means the
true speed of the plane is (approximately) 184 miles per hour. To determine the true bearing
of the plane, we need to determine the angle «. Using the Law of Cosines once more,” we find

cos(a) = gﬁ% so that o &~ 11°. Given the geometry of the situation, we add « to the given 40°
and find the true bearing of the plane to be (approximately) N51°E. O

Our next step is to define addition of vectors component-wise to match the geometric action.®

Definition 11.6. Suppose ¥ = (v, v,) and W = (w,, w,). The vector ¥ + & is defined by

—i—’LB: <'U1+w1,'U2+w2>

<y

Example 11.8.2. Let ¢ = (3,4) and suppose @ = ]@ where P(—3,7) and Q(—2,5). Find 7+ @
and interpret this sum geometrically.

Solution. Before can add the vectors using Definition 11.6, we need to write @ in component form.
Using Definition 11.5, we get & = (—2 — (—3),5 — 7) = (1,—2). Thus

8See Section 10.1.1, for instance.

"Or, since our given angle, 100°, is obtuse, we could use the Law of Sines without any ambiguity here.

8 Adding vectors ‘component-wise’ should seem hauntingly familiar. Compare this with how matrix addition was
defined in section 8.3. In fact, in more advanced courses such as Linear Algebra, vectors are defined as 1 x n or n x 1
matrices, depending on the situation.
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vT+w = (3,4)+(1,-2)
= (3+1,4+(-2))
= (47 2>

To visualize this sum, we draw ¥ with its initial point at (0,0) (for convenience) so that its terminal
point is (3,4). Next, we graph « with its initial point at (3,4). Moving one to the right and two
down, we find the terminal point of & to be (4,2). We see that the vector ¥ + « has initial point
(0,0) and terminal point (4,2) so its component form is (4,2), as required.

<L

<y
+
g

—
)
ot
W~

O

In order for vector addition to enjoy the same kinds of properties as real number addition, it is
necessary to extend our definition of vectors to include a ‘zero vector’, 0 = (0,0). Geometrically,
0 represents a point, which we can think of as a directed line segment with the same initial and
terminal points. The reader may well object to the inclusion of 0, since after all, vectors are supposed
to have both a magnitude (length) and a direction. While it seems clear that the magnitude of
0 should be 0, it is not clear what its direction is. As we shall see, the direction of 0 is in fact
undefined, but this minor hiccup in the natural flow of things is worth the benefits we reap by
including 0 in our discussions. We have the following theorem.

Theorem 11.18. Properties of Vector Addition

o Commutative Property: For all vectors ¥ and w, ¥ + @ = @ + v.

e Associative Property: For all vectors 4, ¢ and &, (4 + 0) + @ = 4 + (U + @).
e Identity Property: The vector 0 acts as the additive identity for vector addition. That
is, for all vectors ¥,
T+0=0+7=17.

e Inverse Property: Every vector v has a unique additive inverse, denoted —v. That is,
for every vector ¥, there is a vector — so that
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The properties in Theorem 11.18 are easily verified using the definition of vector addition.® For
the commutative property, we note that if ¥ = (v,,v,) and @ = (w,, w,) then

T+ = (v,0y) + (wy, w,)
= <'U1 + Wy, Vs +w2>
= <w1 + v, We +U2>
= W+
Geometrically, we can ‘see’ the commutative property by realizing that the sums ¢ 4+ « and @ + ¢/
are the same directed diagonal determined by the parallelogram below.

Demonstrating the commutative property of vector addition.

The proofs of the associative and identity properties proceed similarly, and the reader is encouraged
to verify them and provide accompanying diagrams. The existence and uniqueness of the additive
inverse is yet another property inherited from the real numbers. Given a vector ¥ = (v,, v,), suppose
we wish to find a vector @ = (w,,w,) so that ¥+ @ = 0. By the definition of vector addition, we
have (v, + wy, v, + w,) = (0,0), and hence, v; + w; = 0 and v, + w, = 0. We get w, = —v; and
wy, = —v, so that W = (—v,, —v,). Hence, ¢ has an additive inverse, and moreover, it is unique
and can be obtained by the formula —7 = (—v,, —v,). Geometrically, the vectors ¥ = (v, v,) and
—U = (—v;, —v,) have the same length, but opposite directions. As a result, when adding the
vectors geometrically, the sum ¥+ (—¥) results in starting at the initial point of ¢ and ending back
at the initial point of ¥, or in other words, the net result of moving ¢ then —# is not moving at all.

Using the additive inverse of a vector, we can define the difference of two vectors, ¥ — 4 = 7+ (—).
If ¥ = (vy,v,) and @ = (w,, w,) then

9The interested reader is encouraged to compare Theorem 11.18 and the ensuing discussion with Theorem 8.3 in
Section 8.3 and the discussion there.
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<y
\
g
|

U+ (—w)

<U1>'U2> + <_w17 _71)2)

(U1 + (—w1) ,v2 + (—ws))
<U1 — Wy, Vy — w2>

In other words, like vector addition, vector subtraction works component-wise. To interpret the
vector U — W geometrically, we note

W+ (0—w) = W+ (04 (—w)) Definition of Vector Subtraction
= W+ ((—w) +v) Commutativity of Vector Addition
= (W+ (—w))+ 7 Associativity of Vector Addition
= 0+7 Definition of Additive Inverse
= U Definition of Additive Identity

This means that the ‘net result’ of moving along w then moving along ¢’ — 0 is just ¢ itself. From
the diagram below, we see that ¥ — @ may be interpreted as the vector whose initial point is the
terminal point of @/ and whose terminal point is the terminal point of ¥ as depicted below. It is also
worth mentioning that in the parallelogram determined by the vectors v and w, the vector v — w
is one of the diagonals — the other being v + .

Next, we discuss scalar multiplication — that is, taking a real number times a vector. We define
scalar multiplication for vectors in the same way we defined it for matrices in Section 8.3.

Definition 11.7. If k is a real number and ¢ = (v, v,), we define k¥ by

k/(_j = k <'U1, UQ) = <k’U1, ]ﬂ}2>

Scalar multiplication by & in vectors can be understood geometrically as scaling the vector (if k& > 0)
or scaling the vector and reversing its direction (if £ < 0) as demonstrated below.
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Note that, by definition 11.7, (=1)¥ = (=1) (vy,vs) = ((—=1)vy, (=1)vy) = (—v;, —v,) = —v. This,
and other properties of scalar multiplication are summarized below.

Theorem 11.19. Properties of Scalar Multiplication

—

e Associative Property: For every vector ¢ and scalars k and r, (kr)v = k(r?)
e Identity Property: For all vectors v, 1 = v

e Additive Inverse Property: For all vectors ¥, —v = (—1)7.

e Distributive Property of Scalar Multiplication over Scalar Addition: For every
vector v and scalars k and r,
(k+r)0=kU+rv

e Distributive Property of Scalar Multiplication over Vector Addition: For all
vectors ¥ and w and scalars k,

k(T + @) = kv + k@

e Zero Product Property: If ¥ is vector and k is a scalar, then

kt=0 ifandonlyif k=0 or ¢=0

The proof of Theorem 11.19, like the proof of Theorem 11.18, ultimately boils down to the definition
of scalar multiplication and properties of real numbers. For example, to prove the associative
property, we let ¥ = (v,,v,). If k and r are scalars then

(kr)0 = (kr) (v, vy)
((kr)vy, (kr)vy) Definition of Scalar Multiplication

= (k(rvy), k(rvy)) Associative Property of Real Number Multiplication
= k(rv,,rv,) Definition of Scalar Multiplication
= k(r(v,v,)) Definition of Scalar Multiplication
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The remaining properties are proved similarly and are left as exercises.

Our next example demonstrates how Theorem 11.19 allows us to do the same kind of algebraic
manipulations with vectors as we do with variables — multiplication and division of vectors notwith-
standing. If the pedantry seems familiar, it should. This is the same treatment we gave Example
8.3.1in Section 8.3. Asin that example, we spell out the solution in excruciating detail to encourage
the reader to think carefully about why each step is justified.

Example 11.8.3. Solve 57 — 2 (7 + (1, —-2)) = 0 for .

Solution.
50 —2(7+ (1,-2)) 0
57+ (=1)[2(7+(1,-2))] = q
SU+[(-D@)](T+(1,-2)) = 0
504+ (=2) (v +(1,-2)) = 0
50+ [(-2)7+(-2)(1,-2)] = 0
50+ [(=2)7+ ((=2)(1), (=2)(=2)] = 0
57+ (—2)7] + (-2,4) = 0
(5+(=2)7+ (2,4 = 0
30+ (—2,4) = 0
(BU+ (=2,4)) + (= (-2,4)) = §+(—<—2,4>)
U+ [(=2,4) + (= (=2,4))] = 0+(=1)(-2,4)
3040 = 0+ ((=1)(=2),(=1)(4))
30 = (2,-4)
3(30) = 3((2,-4)
(G)@]7 = {(3) @) (5) (-9)
17 = (3-4)
= (3-9) =

A vector whose initial point is (0,0) is said to be in standard position. If ¥ = (v,,v,) is plotted
in standard position, then its terminal point is necessarily (v;,v,). (Once more, think about this
before reading on.)

(v1,v2)

€T

U = (v, v,) in standard position.
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Plotting a vector in standard position enables us to more easily quantify the concepts of magnitude
and direction of the vector. We can convert the point (v,,v,) in rectangular coordinates to a pair
(r,0) in polar coordinates where r > 0. The magnitude of ¥, which we said earlier was length
of the directed line segment, is r = /v? 4+ v2 and is denoted by [|¢]|. From Section 11.4, we
know v, = rcos(f) = ||U||cos(f) and v, = rsin(f) = ||¥]| sin(f). From the definition of scalar
multiplication and vector equality, we get

U = (vy,0,)
= ([|F]| cos(8), [|7]| sin(6))
= [|7]| {cos(0),sin(6))

This motivates the following definition.

Definition 11.8. Suppose ¥ is a vector with component form ¥ = (v, v,). Let (r,0) be a polar
representation of the point with rectangular coordinates (v, v,) with r > 0.

e The magnitude of ¥, denoted ||7]], is given by ||| = r = /v + v2

o If 7 # 0, the (vector) direction of @, denoted © is given by & = (cos(6), sin())

Taken together, we get ¥ = (||0]| cos(8), ||U]| sin(0)).

A few remarks are in order. First, we note that if ¥ # 0 then even though there are infinitely
many angles 6 which satisfy Definition 11.8, the stipulation r > 0 means that all of the angles are
coterminal. Hence, if  and €’ both satisfy the conditions of Definition 11.8, then cos(#) = cos(6’)
and sin(#) = sin(#’), and as such, {cos(f),sin(f)) = (cos(#'),sin(#’)) making © is well-defined.'® If
7 = 0, then ¥ = (0,0), and we know from Section 11.4 that (0,6) is a polar representation for
the origin for any angle 6. For this reason, 0 is undefined. The following theorem summarizes the
important facts about the magnitude and direction of a vector.

Theorem 11.20. Properties of Magnitude and Direction: Suppose ¥ is a vector.
e ||7]| > 0 and ||7]| = 0 if and only if 7 =0

e For all scalars k, ||k 7| = |k|||7]|.

|7

e If 7 # 0 then @ = ||7]|9, so that © = (i') v.

The proof of the first property in Theorem 11.20 is a direct consequence of the definition of ||7]|.
If ¥ = (vy,v,), then ||¥]] = \/v? + vZ which is by definition greater than or equal to 0. Moreover,
V/v2 + 02 = 0 if and only of v? + vZ = 0 if and only if v, = v, = 0. Hence, ||7]| = 0 if and only if
7= (0,0) = 0, as required.

The second property is a result of the definition of magnitude and scalar multiplication along with
a propery of radicals. If ¥ = (v,,v,) and k is a scalar then

107f this all looks familiar, it should. The interested reader is invited to compare Definition 11.8 to Definition 11.2
in Section 11.7.
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[ED] = [k (v, 02) ]

= || (kvy, kv,) || Definition of scalar multiplication

= (kv,)* + (kv,)*  Definition of magnitude
= kP + k]
= E2(vZ+0v2)

V2 \/m Product Rule for Radicals

= |k|\/v? + 02 Since VA2 = |k|
[l

The equation ¥ = ||¢/]|0 in Theorem 11.20 is a consequence of the definitions of ||7]| and © and was
worked out in the discussion just prior to Definition 11.8 on page 1020. In words, the equation
¥ = ||U||0 says that any given vector is the product of its magnitude and its direction — an important

concept to keep in mind when studying and using vectors. The equation v = (ﬁ) U is a result of

solving ¥ = ||#/||9 for © by multiplying!! both sides of the equation by ﬁ and using the properties
of Theorem 11.19. We are overdue for an example.

Example 11.8.4.

1. Find the component form of the vector ¥ with ||#]| = 5 so that when ¥ is plotted in standard
position, it lies in Quadrant II and makes a 60° angle'? with the negative z-axis.

2. For o = (3,—3V/3), find ||7]| and 6, 0 < 6 < 2 so that ¥ = ||7]| (cos(6), sin(0)).

3. For the vectors ¥ = (3,4) and @ = (1, —2), find the following.

(a) © (b) (9] = 2| (¢) (17— 2d] (d) [l
Solution.
1. We are told that ||¢]] = 5 and are given information about its direction, so we can use the

formula ¢ = ||0]|0 to get the component form of ¥. To determine o, we appeal to Definition
11.8. We are told that ¥ lies in Quadrant II and makes a 60° angle with the negative z-axis,
so the polar form of the terminal point of @, when plotted in standard position is (5, 120°).

(See the diagram below.) Thus ¢ = (cos(120°),sin (120°)) = <—%,§>, so ¥ = ||v]jv =
(48 = (155

Of course, to go from ¥ = ||7]|9 to & = (HTl*”) v, we are essentially ‘dividing both sides’ of the equation by the

scalar ||7||. The authors encourage the reader, however, to work out the details carefully to gain an appreciation of
the properties in play.

12Due to the utility of vectors in ‘real-world’ applications, we will usually use degree measure for the angle when
giving the vector’s direction. However, since Carl doesn’t want you to forget about radians, he’s made sure there are
examples and exercises which use them.
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y
51
44
73
2l
]
600/' 1-\ 0 = 120°
NG

2. For 7 = (3,-3V/3), we get [|7]| = \/(3)2 + (—3v/3)2 = 6. In light of Definition 11.8, we can
find the 6 we're after by converting the point with rectangular coordinates (3, —3+/3) to polar
form (r,0) where r = ||9]] > 0. From Section 11.4, we have tan(f) = %\/g = —/3. Since
(3,—-3+/3) is a point in Quadrant IV, 6 is a Quadrant IV angle. Hence, we pick 6 = %’T We
may check our answer by verifying ¢ = <3, —3\/§> =6 <cos (%’T) , sin (%“))

1

3. (a) Since we are given the component form of ¥, we’ll use the formula v = (W) 9. For

U = (3,4), we have ||7]| = V32 + 42 = /25 = 5. Hence, 0 = 1 (3,4) = (£, 1).
(b) We know from our work above that ||¢/]| = 5, so to find ||7]|| —2||0||, we need only find ||@]|.
Since @ = (1, —2), we get ||| = /12 + (—2)2 = /5. Hence, ||7]| — 2|7 = 5 — 2V/5.
(c) In the expression ||0'—24||, notice that the arithmetic on the vectors comes first, then the

magnitude. Hence, our first step is to find the component form of the vector ¥ — 2w. We
get U — 2w = (3,4) — 2(1,—2) = (1,8). Hence, ||t — 2| = || (1,8) || = V12 4+ 82 = /65.

(d) To find ||@||, we first need w. Using the formula w = <i> @ along with ||@|| = V/5,

([

. . . A 1 o _ L _l o
which we found the in the previous problem, we get w = 7 (1,-2) = < 75 \/5> =

(6,25, Hence, ol = (£) + (-25) = JE+ B=vi=1 .

The process exemplified by number 1 in Example 11.8.4 above by which we take information about
the magnitude and direction of a vector and find the component form of a vector is called resolving
a vector into its components. As an application of this process, we revisit Example 11.8.1 below.

Example 11.8.5. A plane leaves an airport with an airspeed of 175 miles per hour with bearing
N40°E. A 35 mile per hour wind is blowing at a bearing of S60°E. Find the true speed of the plane,
rounded to the nearest mile per hour, and the true bearing of the plane, rounded to the nearest
degree.

Solution: We proceed as we did in Example 11.8.1 and let ¢ denote the plane’s velocity and @
denote the wind’s velocity, and set about determining v + w. If we regard the airport as being
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at the origin, the positive y-axis acting as due north and the positive z-axis acting as due east,
we see that the vectors ¥ and o are in standard position and their directions correspond to the
angles 50° and —30°, respectively. Hence, the component form of ¥ = 175 (cos(50°),sin(50°)) =
(175 cos(50°),175sin(50°)) and the component form of W = (35 cos(—30°), 35sin(—30°)). Since we
have no convenient way to express the exact values of cosine and sine of 50°, we leave both vectors
in terms of cosines and sines.!> Adding corresponding components, we find the resultant vector
U+ = (175 cos(50°) + 35 cos(—30°), 175sin(50°) + 35sin(—30°)). To find the ‘true’ speed of the
plane, we compute the magnitude of this resultant vector

U+ w|| = cos(00°) + 35 cos(—30° + sin(50°) + 35 sin(—30° ~
U+ w 175 50 35 30°))2 175sin(50 35 si 30°))2 ~ 184

Hence, the ‘true’ speed of the plane is approximately 184 miles per hour. To find the true bear-
ing, we need to find the angle 6 which corresponds to the polar form (r,0), r > 0, of the point
(x,y) = (175 cos(50°) + 35 cos(—30°), 175sin(50°) + 35sin(—30°)). Since both of these coordinates
are positive,!* we know 6 is a Quadrant I angle, as depicted below. Furthermore,

y  175sin(50°) + 35sin(—30°)

tan(0) = £ =
an(0) = = 175 cos(30°) & 35 cos(—30°)”

so using the arctangent function, we get # ~ 39°. Since, for the purposes of bearing, we need the
angle between v+ and the positive y-axis, we take the complement of § and find the ‘true’ bearing
of the plane to be approximately N51°E.

y (N) y (N)
v v
U+ W
40°
—
A V'
) —30° z (E) z (E)
40 @ @
O
In part 3d of Example 11.8.4, we saw that ||w| = 1. Vectors with length 1 have a special name and

are important in our further study of vectors.

Definition 11.9. Unit Vectors: Let ¢ be a vector. If ||¢/]| = 1, we say that ¢ is a unit vector.

13Keeping things ‘calculator’ friendly, for once!
4¥es, a calculator approximation is the quickest way to see this, but you can also use good old-fashioned inequalities
and the fact that 45° < 50° < 60°.
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If ¥ is a unit vector, then necessarily, 7 = ||7]|0 = 1-© = 9. Conversely, we leave it as an exercise!®

to show that 0o = (ﬁ) ¥ is a unit vector for any nonzero vector . In practice, if ¢ is a unit

’ notation for unit vectors.

vector we write it as © as opposed to U because we have reserved the
The process of multiplying a nonzero vector by the factor ﬁ to produce a unit vector is called
‘normalizing the vector,” and the resulting vector ¢ is called the ‘unit vector in the direction of
7. The terminal points of unit vectors, when plotted in standard position, lie on the Unit Circle.
(You should take the time to show this.) As a result, we visualize normalizing a nonzero vector
as shrinking'® its terminal point, when plotted in standard position, back to the Unit Circle.

y

U

14

S

[y

Visualizing vector normalization © = (W) U

Of all of the unit vectors, two deserve special mention.

Definition 11.10. The Principal Unit Vectors:

e The vector i is defined by i = (1,0)

e The vector j is defined by ¢ = (0, 1)

We can think of the vector 7 as representing the positive z-direction, while j represents the positive
y-direction. We have the following ‘decomposition’ theorem.!'”

Theorem 11.21. Principal Vector Decomposition Theorem: Let ¥ be a vector with
component form ¥ = (v, v,). Then ¥ = v,i + v,].

The proof of Theorem 11.21 is straightforward. Since ¢ = (1,0) and j = (0,1), we have from the
definition of scalar multiplication and vector addition that

114 0] = vy (1,0) + v, (0, 1) = (vy,0) + (0,v,) = (vy,v,) =T

150One proof uses the properties of scalar multiplication and magnitude. If ¥ # 0, consider |o]] = H(ﬁ) 17’ ) Use

the fact that ||7]| > 0 is a scalar and consider factoring.
W a9 > 1 ...
17We will see a generalization of Theorem 11.21 in Section 11.9. Stay tuned!
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Geometrically, the situation looks like this:
y

vaj | ¥ = (v1,v2)

/l_)' == <’U17 U2> == ’Uli ‘I’ UQj.

We conclude this section with a classic example which demonstrates how vectors are used to model
forces. A ‘force’ is defined as a ‘push’ or a ‘pull.’” The intensity of the push or pull is the magnitude
of the force, and is measured in Netwons (N) in the SI system or pounds (lbs.) in the English
system.'® The following example uses all of the concepts in this section, and should be studied in
great detail.

Example 11.8.6. A 50 pound speaker is suspended from the ceiling by two support braces. If one
of them makes a 60° angle with the ceiling and the other makes a 30° angle with the ceiling, what
are the tensions on each of the supports?

Solution. We represent the problem schematically below and then provide the corresponding
vector diagram.

/ 30° 60° \

50 lbs. i

Y

We have three forces acting on the speaker: the weight of the speaker, which we’ll call @, pulling
the speaker directly downward, and the forces on the support rods, which we’ll call T, and T,
(for ‘tensions’) acting upward at angles 60° and 30°, respectively. We are looking for the tensions
on the support, which are the magnitudes ||T;|| and ||T,]|. In order for the speaker to remain
stationary,'” we require 1 + T, + T, = 0. Viewing the common initial point of these vectors as the

18See also Section 11.1.1.
19This is the criteria for ‘static equilbrium’.
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origin and the dashed line as the z-axis, we use Theorem 11.20 to get component representations
for the three vectors involved. We can model the weight of the speaker as a vector pointing directly
downwards with a magnitude of 50 pounds. That is, ||| = 50 and @ = —j = (0,—1). Hence,
w = 50(0,—1) = (0, —50). For the force in the first support, we get

—

T, = |T|| (cos (60°),sin (60°))

_[In) T3
2 7 2

For the second support, we note that the angle 30° is measured from the negative x-axis, so the
angle needed to write 75, in component form is 150°. Hence

—

T, = ||Ta] (cos(150°),sin (150°))

_ [ ITIVB T
2 2

The requirement w + T,+T,=0 gives us this vector equation.

G+T,+T, = 0
1T |IT3]v3 IToV3 (Tl
0. —50) + ( Ml THallvS LIVS TN
(0,=50) +{ 5~ + 2 2 (0,0)
1T TeV3 LIV | T B
. Yy =50) = (0,0)

Equating the corresponding components of the vectors on each side, we get a system of linear
equations in the variables || 73] and ||75]|.

I IT)v3
Fl - = 0
TvV3  ||Ts
(g2) | 1’2f+ H 22” ~50 = 0

From (E1), we get | T3|| = ||T5]v/3. Substituting that into (E2) gives UZLY3V3 4 ITol _ 50 — g
which yields 2||T3|| — 50 = 0. Hence, ||T}|| = 25 pounds and ||T}|| = ||T3/[v/3 = 25v/3 pounds. O
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11.8.1 EXERCISES

In Exercises 1 - 10, use the given pair of vectors ¥ and w to find the following quantities. State
whether the result is a vector or a scalar.

U+ W oW — 20 o ||t + | o [|5]] + [l o [|[v]ja — [w]|@ o [|di]|o

Finally, verify that the vectors satisfy the Parallelogram Law

. . oo o L

I15]|* + [|5])* = B (15 + ][> + (| — ][]
1. &= (12, -5), @ = (3,4) 9. T=(-7,24), @ = (—5,—12)
3. 7= (2,—1), @ = (—2,4) 4. 7= (10,4), @ = (—2,5)

9. T=30+4), &= —2j 10. =5 (1+)),w=3(i—])

In Exercises 11 - 25, find the component form of the vector ¢ using the information given about its
magnitude and direction. Give exact values.

11. ||7|| = 6; when drawn in standard position ¥ lies in Quadrant I and makes a 60° angle with
the positive x-axis

12. ||¢]| = 3; when drawn in standard position ¥ lies in Quadrant I and makes a 45° angle with
the positive x-axis

13. ||5]| = 2; when drawn in standard position ¥ lies in Quadrant I and makes a 60° angle with
the positive y-axis

14. ||7|| = 12; when drawn in standard position ¢ lies along the positive y-axis

15. ||9]| = 4; when drawn in standard position ¥ lies in Quadrant II and makes a 30° angle with
the negative z-axis

16. ||7]| = 2v/3; when drawn in standard position ¥ lies in Quadrant IT and makes a 30° angle
with the positive y-axis

17. ||#]| = I; when drawn in standard position 7 lies along the negative z-axis

18. ||7]| = 5v/6; when drawn in standard position ¥/ lies in Quadrant ITI and makes a 45° angle
with the negative x-axis

19. ||¢]| = 6.25; when drawn in standard position ¥ lies along the negative y-axis


http://en.wikipedia.org/wiki/Parallelogram_law
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20. ||¥]| = 4v/3; when drawn in standard position @ lies in Quadrant IV and makes a 30° angle
with the positive z-axis

21. ||¥]| = 5v/2; when drawn in standard position @ lies in Quadrant IV and makes a 45° angle
with the negative y-axis

22. ||7]| = 2v/5; when drawn in standard position @ lies in Quadrant I and makes an angle
measuring arctan(2) with the positive z-axis

23. ||7|l = V10; when drawn in standard position ¥ lies in Quadrant II and makes an angle
measuring arctan(3) with the negative z-axis

24. ||U|| = 5; when drawn in standard position ¢ lies in Quadrant IIT and makes an angle measuring

arctan (%) with the negative z-axis

25. ||U|| = 26; when drawn in standard position v lies in Quadrant IV and makes an angle

measuring arctan (%) with the positive x-axis

In Exercises 26 - 31, approximate the component form of the vector ¥ using the information given
about its magnitude and direction. Round your approximations to two decimal places.

26. ||7|| = 392; when drawn in standard position ¥ makes a 117° angle with the positive z-axis
27. ||7|| = 63.92; when drawn in standard position ¢ makes a 78.3° angle with the positive z-axis
28. ||7|| = 5280; when drawn in standard position v makes a 12° angle with the positive z-axis
29. ||¥]| = 450; when drawn in standard position ¥ makes a 210.75° angle with the positive z-axis
30. ||¥]] = 168.7; when drawn in standard position ¢ makes a 252° angle with the positive x-axis

31. ||7|| = 26; when drawn in standard position ¢ makes a 304.5° angle with the positive z-axis

In Exercises 32 - 52, for the given vector ¥, find the magnitude ||¥/]| and an angle 6 with 0 < 6 < 360°
so that ¥ = ||¥/]| (cos(@),sin(#)) (See Definition 11.8.) Round approximations to two decimal places.

32. = (1,V3) 33. U= (5,5) 34. 7= (-2V3,2)
35. 7= (—v/2,V2) 36. 7= <—§—§> 37. 7= <—§,—73>
38. U= (6,0) 39. o= (—2.5,0) 40. 7= (0,V/7)

41. §=—10) 42, 7= (3,4) 43. 7= (12,5)
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44.

47.

50.

53.

54.

95.

56.

o7.

58.

59.

U= (—4,3) 45. 7= (=7,24) 46. 7= (-2,-1)

U= (-2,-6) 48. 1=1+) 49. v=1—4j

U = (123.4,—77.05) 51. ¥ = (965.15,831.6) 52. ¥ = (—114.1,42.3)

A small boat leaves the dock at Camp DuNuthin and heads across the Nessie River at 17

miles per hour (that is, with respect to the water) at a bearing of S68°W. The river is flowing
due east at 8 miles per hour. What is the boat’s true speed and heading? Round the speed
to the nearest mile per hour and express the heading as a bearing, rounded to the nearest
tenth of a degree.

The HMS Sasquatch leaves port with bearing S20°E maintaining a speed of 42 miles per hour
(that is, with respect to the water). If the ocean current is 5 miles per hour with a bearing
of N60°E, find the HMS Sasquatch’s true speed and bearing. Round the speed to the nearest
mile per hour and express the heading as a bearing, rounded to the nearest tenth of a degree.

If the captain of the HMS Sasquatch in Exercise 54 wishes to reach Chupacabra Cove, an
island 100 miles away at a bearing of S20°E from port, in three hours, what speed and heading
should she set to take into account the ocean current? Round the speed to the nearest mile
per hour and express the heading as a bearing, rounded to the nearest tenth of a degree.

HINT: If ¢ denotes the velocity of the HMS Sasquatch and @ denotes the velocity of the
current, what does ¥ + w need to be to reach Chupacabra Cove in three hours?

In calm air, a plane flying from the Pedimaxus International Airport can reach Cliffs of
Insanity Point in two hours by following a bearing of N8.2°E at 96 miles an hour. (The
distance between the airport and the cliffs is 192 miles.) If the wind is blowing from the
southeast at 25 miles per hour, what speed and bearing should the pilot take so that she
makes the trip in two hours along the original heading? Round the speed to the nearest
hundredth of a mile per hour and your angle to the nearest tenth of a degree.

The SS Bigfoot leaves Yeti Bay on a course of N37°W at a speed of 50 miles per hour. After
traveling half an hour, the captain determines he is 30 miles from the bay and his bearing
back to the bay is S40°E. What is the speed and bearing of the ocean current? Round the
speed to the nearest mile per hour and express the heading as a bearing, rounded to the
nearest tenth of a degree.

A 600 pound Sasquatch statue is suspended by two cables from a gymnasium ceiling. If each
cable makes a 60° angle with the ceiling, find the tension on each cable. Round your answer
to the nearest pound.

Two cables are to support an object hanging from a ceiling. If the cables are each to make
a 42° angle with the ceiling, and each cable is rated to withstand a maximum tension of 100
pounds, what is the heaviest object that can be supported? Round your answer down to the
nearest pound.
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60. A 300 pound metal star is hanging on two cables which are attached to the ceiling. The left
hand cable makes a 72° angle with the ceiling while the right hand cable makes a 18° angle
with the ceiling. What is the tension on each of the cables? Round your answers to three
decimal places.

61. Two drunken college students have filled an empty beer keg with rocks and tied ropes to it in
order to drag it down the street in the middle of the night. The stronger of the two students
pulls with a force of 100 pounds at a heading of N77°E and the other pulls at a heading of
S68°E. What force should the weaker student apply to his rope so that the keg of rocks heads
due east? What resultant force is applied to the keg? Round your answer to the nearest
pound.

62. Emboldened by the success of their late night keg pull in Exercise 61 above, our intrepid young
scholars have decided to pay homage to the chariot race scene from the movie ‘Ben-Hur’ by
tying three ropes to a couch, loading the couch with all but one of their friends and pulling
it due west down the street. The first rope points N80°W, the second points due west and
the third points S80°W. The force applied to the first rope is 100 pounds, the force applied
to the second rope is 40 pounds and the force applied (by the non-riding friend) to the third
rope is 160 pounds. They need the resultant force to be at least 300 pounds otherwise the
couch won’t move. Does it move? If so, is it heading due west?

63. Let ¥ = (v, v,) be any non-zero vector. Show that H;Hﬁ has length 1.

64. We say that two non-zero vectors ¢ and w are parallel if they have same or opposite directions.
That is, 7 # 0 and @ # 0 are parallel if either © = @ or © = —. Show that this means
¥ = kw for some non-zero scalar k and that k£ > 0 if the vectors have the same direction and
k < 0 if they point in opposite directions.

65. The goal of this exercise is to use vectors to describe non-vertical lines in the plane. To that
end, consider the line y = 2z — 4. Let ¢, = (0, —4) and let § = (1,2). Let ¢ be any real
number. Show that the vector defined by v = v, + t5, when drawn in standard position, has
its terminal point on the line y = 2z — 4. (Hint: Show that 9, + 5 = (t,2t — 4) for any real
number ¢.) Now consider the non-vertical line y = mx + b. Repeat the previous analysis with
Uo = (0,b) and let §= (1,m). Thus any non-vertical line can be thought of as a collection of
terminal points of the vector sum of (0,b) (the position vector of the y-intercept) and a scalar
multiple of the slope vector §= (1, m).

66. Prove the associative and identity properties of vector addition in Theorem 11.18.

67. Prove the properties of scalar multiplication in Theorem 11.19.
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11.8.2 ANSWERS
1. e ¥+ = (15,—1), vector o W — 20 = (—21, 14), vector

e ||T+ W = /226, scalar

| T + ||| = 18, scalar

o ||¥]|W — ||W||U = (—21,77), vector o |w|d = (%, —23) vector
2. e U+ 4= (—-12,12), vector o W — 27U = (9,—60), vector

e ||+ || = 12v/2, scalar

|U]| + ||7|| = 38, scalar

o ||U||w — ||w||v = (—34, —612), vector o ||wl|o= (=5, 322), vector
3. e U+ 4 =(0,3), vector e W — 27 = (—6,6), vector

e ||U+ | = 3, scalar |7 + ||| = 3v/5, scalar

o |3 — |7 = (—6v/5,6v/5), vector

|wl||o = (4, —2), vector
4. e U+ W = (8,9), vector o W — 20 = (—22,-3), vector

e ||U+ | = V145, scalar |T]] + ||7]| = 3v/29, scalar

o ||7]|w — ||]|T = (—14v/29,61/29), vector

|lw||o = (5,2), vector

5. e U4 W= <\/§,3>, vector w—20= <4\/§, O>, vector

e |0+ w| = 2V/3, scalar | Tl + ||| = 6, scalar

o |7 — ||&||7 = (8/3,0), vector Jwl|o = (—2v/3,2), vector

6. e U+wW= <— ,%>, vector o W —20=(—2,—1), vector

Y=

e ||+ || = /2, scalar

|0 + ||| = 2, scalar

o |00 — ||wl|t = (—I,—1), vector Jw|d = (2, %), vector

S

7. e ¥+ =(0,0), vector . 1[}’—217:<—3 2,3Tﬂ>,vector

¥ ‘

|0+ @|| = 0, scalar | T + ||| = 2, scalar

31 — 6117 = (~v/3, v/2), vector

|wl||o = <§, —§>, vector
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8. e d+w= <— 773>7 vector o @ — 20 = (—2,-2V/3), vector

2

[N

e ||U+ | =1, scalar | Tl + ||| = 3, scalar

o ||0]|@ — |57 = (-2, —2V/3), vector Jwl|d = (1,v/3), vector
9. e ¥+ 4 =(3,2), vector o W — 27 = (—6,—10), vector

o |U+ W] = /13, scalar

|U]] + ||@]| = 7, scalar

o ||U||w — ||w||v = (—6,—18), vector Jwl|d = (£, 2), vector
10. e ¥+ = (1,0), vector o W — 20 = <—%,—%>, vector

19]| + [|@]| = V2, scalar

|7+ @] = 1, scalar

|wl||vo = <%, %>, vector

|3l — (|15 = (0,— 2 ), vector

11. 7= (3,3v/3) 12. 5= (32,842 13. 5= (%, 1)

14. 7= (0,12) 15. 7= (-2V3,2) 16. 7= (—V3,3)

17. 7= (-1,0) 18. 7= (—5v/3,-5V3) 19. 7= (0,—6.25)

20. 7= (6,—2V/3) 21. 7= (5,—5) 22. ¥ = (2,4)

23. ¥=(-1,3) 24. U= (-3,—4) 25. ¥ = (24,-10)

26. 7~ (—177.96,349.27) 27. ¥ ~ (12.96, 62.59) 28. ¥~ (5164.62,1097.77)
29. ¥ ~ (—386.73, —230.08) 30. ¥~ (—52.13,—160.44) 31. ¥~ (14.73,—-21.43)
32. ||7] =2, 6 =60° 33. ||7] =52, 6 = 45° 34. ||7] =4, 6 =150°
35. ||v]| =2, 6 =135° 36. ||v] =1, 6 = 225° 37. ||7] =1, 6 = 240°
38. ||v] =6, 6=0° 39. ||]| = 2.5, 6 = 180° 40. [|7] = V7, 6 = 90°
41. ||7]| = 10, 6 = 270° 42. ||5] =5, 6 ~ 53.13° 43. ||7]] = 13, 6 ~ 22.62°

44, |7 = 5, 6 ~ 143.13° 45. ||7]| = 25, 6 ~ 106.26° 46. |7 = V/5, 0 ~ 206.57°
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47.

50.

53.
o4.
55.
56.
57.
58.
59.

60.
61.

62.

|7]| = 2v/10, 0 ~ 251.57°  48. ||7]| = V2, 0 ~ 45° 49. |9 = V17, 6 ~ 284.04°
[|]| = 145.48, 6 ~ 328.02° 51. ||7]| ~ 1274.00, 6 = 40.75° 52. ||| ~ 121.69, 6 ~ 159.66°

The boat’s true speed is about 10 miles per hour at a heading of S50.6°W.

The HMS Sasquatch’s true speed is about 41 miles per hour at a heading of S26.8°E.
She should maintain a speed of about 35 miles per hour at a heading of S11.8°E.
She should fly at 83.46 miles per hour with a heading of N22.1°E

The current is moving at about 10 miles per hour bearing N54.6°W.

The tension on each of the cables is about 346 pounds.

The maximum weight that can be held by the cables in that configuration is about 133
pounds.

The tension on the left hand cable is 285.317 lbs. and on the right hand cable is 92.705 lbs.

The weaker student should pull about 60 pounds. The net force on the keg is about 153
pounds.

The resultant force is only about 296 pounds so the couch doesn’t budge. Even if it did move,
the stronger force on the third rope would have made the couch drift slightly to the south as
it traveled down the street.
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11.9 THE DoT PRODUCT AND PROJECTION

In Section 11.8, we learned how add and subtract vectors and how to multiply vectors by scalars.
In this section, we define a product of vectors. We begin with the following definition.

Definition 11.11. Suppose ¢ and W are vectors whose component forms are ¥ = (v, v,) and
W = (w,, w,). The dot product of ¢ and & is given by

’(7' IU = <U1, U2> . <w1,w2> = VW, -+ Vo Wo

For example, let ¥ = (3,4) and @ = (1, —2). Then ¥ - @ = (3,4) - (1,—-2) = (3)(1) + (4)(—=2) = —5.
Note that the dot product takes two wvectors and produces a scalar. For that reason, the quantity
-0 is often called the scalar product of v’ and w. The dot product enjoys the following properties.

Theorem 11.22. Properties of the Dot Product

e Commutative Property: For all vectors ¢ and W, v - w = & - ¥.

3
S

e Distributive Property: For all vectors i, ¥ and W, 4 - (U + W) = @ - ¥+

e Scalar Property: For all vectors ¥ and @ and scalars k, (k¥) - @ = k(v - @) = U - (k).

¢ Relation to Magnitude: For all vectors @, v'- 7 = ||¥/]|2.

Like most of the theorems involving vectors, the proof of Theorem 11.22 amounts to using the
definition of the dot product and properties of real number arithmetic. To show the commutative
property for instance, let ¥ = (v, v,) and W = (w;, w,). Then

- = (vy,0,) - (wy,w,)
= VW; + Vywy Definition of Dot Product
= wWyV; + Wyy Commutativity of Real Number Multiplication
= (wy,w,) - (vy,v,) Definition of Dot Product
= -V

The distributive property is proved similarly and is left as an exercise.

For the scalar property, assume that ¥ = (v,,v,) and @ = (w,, w,) and k is a scalar. Then

(kD) - (k (vi,vs)) - (wy, w,)
= (kv kvy) - (wy, ws,) Definition of Scalar Multiplication
= (kvy)(w;) + (kv,)(w,) Definition of Dot Product
= k(v,w,) + k(vyw,) Associativity of Real Number Multiplication
= k(vw, + v,w,) Distributive Law of Real Numbers
= k(vy,vy) - (wy,w,) Definition of Dot Product
= k(U-w)

We leave the proof of k(¥ - W) = ¥ - (kw) as an exercise.
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For the last property, we note that if 7 = (v;,v,), then 7T = (vy,v,) - (v1,05) = v + 02 = ||7]?,
where the last equality comes courtesy of Definition 11.8.

The following example puts Theorem 11.22 to good use. As in Example 11.8.3, we work out the
problem in great detail and encourage the reader to supply the justification for each step.

Example 11.9.1. Prove the identity: ||7 — @||? = ||¥]|? — 2(7 - @) + ||w]|?.
Solution. We begin by rewriting ||7 — «||? in terms of the dot product using Theorem 11.22.

|7 -d|> = (7- @) (7-d)
= (U+ [=d]) - (0 + [-])
= (O+[-d]) - T+ (04 [-d]) - [d]
= U (V4 [-w]) + [~ - (T + [—w])
= U0+ -] + [-d] - ¥+ [~ - [—u]
= U040 [(-D)d] + [(-1)u] - 7+ [(=1)d] - [(—1)w]
= - 04 (=)0 @) + (=1)(@ - 9) + [(=1)(=1)](& - &)
= 004+ (-1)(T0 @)+ (-1)(7- @) + ¥ - &
= U020 W)+ -
= [3]% — 2(5 - @) + || ]|
Hence, || — w||? = ||¥/]|? — 2(¥ - @) + ||w]|? as required. O

If we take a step back from the pedantry in Example 11.9.1, we see that the bulk of the work is
needed to show that (0—)- (V—wf) = U-0—2(¢- W)+ . If this looks familiar, it should. Since the
dot product enjoys many of the same properties enjoyed by real numbers, the machinations required
to expand (U — @) - (¥ — &) for vectors ¥ and & match those required to expand (v — w)(v — w) for
real numbers v and w, and hence we get similar looking results. The identity verified in Example
11.9.1 plays a large role in the development of the geometric properties of the dot product, which
we now explore.

Suppose ¥ and W are two nonzero vectors. If we draw ¥ and @ with the same initial point, we define
the angle between ¢ and w to be the angle # determined by the rays containing the vectors ¢ and
W, as illustrated below. We require 0 < § < 7. (Think about why this is needed in the definition.)

v i v
w U
0 9%
N
w
0=0 0<f<m 0=m

The following theorem gives us some insight into the geometric role the dot product plays.

Theorem 11.23. Geometric Interpretation of Dot Product: If ¥ and @ are nonzero
vectors then o - @ = ||0]|||d|| cos(f), where 6 is the angle between ¥ and .
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We prove Theorem 11.23 in cases. If § = 0, then ¥ and @ have the same direction. It follows® that
there is a real number k > 0 so that @ = kv’. Hence, 7 - = @ - (k¥) = k(v - ¥) = k||7]|*> = Kk||v]|||7|.
Since k > 0, k = |k|, so k|||l = |k|||v]| = ||k¥]] by Theorem 11.20. Hence, k||9]|||7|| = ||¥]|(k||7]]) =
@1k = |3]15]]. Since cos(0) = 1, we get - = k|33 = 3] ]| = ||#]17]] cos(0), proving
that the formula holds for § = 0. If § = 7, we repeat the argument with the difference being @ = kv
where k < 0. In this case, |k| = —k, so k||0|| = —|k|||¥]| = —|| k]| = —||@||. Since cos(m) = —1, we
get U-w = —||9]| ||| = ||7||||F|| cos(mr), as required. Next, if 0 < § < 7, the vectors ¥, @ and ¢ — @
determine a triangle with side lengths ||7||, ||&]| and |0 — @||, respectively, as seen below.

. v - |7 — |
w
o U
[
191
The Law of Cosines yields ||o — @||?> = [|#]|> + ||@||* — 2||#]||]w] cos(#). From Example 11.9.1,
we know ||7 — | = ||7]|? — 2(F - @) + ||w]|?>. Equating these two expressions for ||7 — ||? gives
19112+ 17| * 2|9 [|7]| cos(6) = [|7]* —2(v" &) + | ]|* which reduces to —2|[[|5]| cos(¢) = —2(v@),

or U-w = ||U]|||d|| cos(f), as required. An immediate consequence of Theorem 11.23 is the following.

Theorem 11.24. Let ¢ and @ be nonzero vectors and let 6 the angle between ¢ and @w. Then

6 = arccos <%> = arccos(0 - W)
Il

We obtain the formula in Theorem 11.24 by solving the equation given in Theorem 11.23 for . Since

¢ and W are nonzero, so are ||¥]| and ||@||. Hence, we may divide both sides of - = ||7||||&|| cos(8)
o ot

by ||0]|||&]| to get cos(f) = Ty Since 0 < 6 < m by definition, the values of 6 exactly match the

range of the arccosine function. Hence, § = arccos <%) Using Theorem 11.22, we can rewrite

% = (ﬁﬁ) . (Lu_i) = 0 - w, giving us the alternative formula § = arccos(v - ).

[[]

We are overdue for an example.

Example 11.9.2. Find the angle between the following pairs of vectors.

1. 7= <3, —3\/§>, and W = <—\/§, 1>
2. 7= (2,2), and @ = (5, —5)
3. 1= (3,—4), and @ = (2,1)
Solution. We use the formula § = arccos (HUﬂ'ﬁ‘ZB”) from Theorem 11.24 in each case below.

’g (|7)19) = IZLF. In this case, k = 12 > 0.

'Since ¥ = ||¥]|0 and @ = ||@||, if & = @ then @ = ||w||o = Gl
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1. We have 70 = (3, -3v/3)-(—v/3,1) = —3v/3-3v/3 = —6v/3. Since || 7] = /32 + (=3/3)2 =
V36 =6 and || = 1/ (—V3)2 + 12 = V4 = 2, § = arccos (7?5/5) = arccos (—g) =&

2. For ¥ = (2,2) and @ = (5, —5), we find ¥- @ = (2,2) - (5, —5) = 10 — 10 = 0. Hence, it doesn’t

v-w _ _m
) = arecos(0) = 3.

3. We find #- @ = (3,-4) - (2,1) = 6 —4 = 2. Also ||7]] = /32 + (—4)2 = V25 = 5 and
W =v22+12 = /5, boﬁ—arccos(

of the common angles, we leave our answer as # = arccos <2f) O

matter what ||7]| and ||@|| are,? § = arccos

) = arccos (22{ ) Since % isn’t the cosine of one

s\

The vectors ¥ = (2,2), and @ = (5, —5) in Example 11.9.2 are called orthogonal and we write
¥ L @, because the angle between them is § radians = 90°. Geometrically, when orthogonal vectors
are sketched with the same initial point, the lines containing the vectors are perpendicular.

w

<L

¥ and W are orthogonal, ¥ 1 W

We state the relationship between orthogonal vectors and their dot product in the following theorem.

Theorem 11.25. The Dot Product Detects Orthogonality: Let ¥ and @ be nonzero
vectors. Then ¢ | 0 if and only if - @ = 0.

To prove Theorem 11.25, we first assume ¢ and @ are nonzero vectors with ¥ | . By definition,
s

the angle between ©" and @ is 5. By Theorem 11.23, = |5l cos (5) = 0. Conversely,
if ¥ and @ are nonzero vectors and v - = 0, then Theorem 11.24 gives § = arccos (%) =

arccos (HEHOW) = arccos(0) = §, so v L . We can use Theorem 11.25 in the following example

to provide a different proof about the relationship between the slopes of perpendicular lines.?

Example 11.9.3. Let L, be the line y = m,x 4 b, and let L, be the line y = m,z + b,. Prove that
L, is perpendicular to L, if and only if m, - m, = —1.

Solution. Our strategy is to find two vectors: v;, which has the same direction as L,, and v3,
which has the same direction as L, and show v; L v; if and only if m;m, = —1. To that end, we
substitute = 0 and x = 1 into y = m,x + b, to find two points which lie on L,, namely P(0,b,)

2Note that there is no ‘zero product property’ for the dot product since neither @ nor 7 is 0, yet ¥+ = 0.
3See Exercise 2.1.1 in Section 2.1.
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and Q(1,my + b,). We let v; = I@ = (1-0,(my +b,) —b,) = (1,m,), and note that since v; is
determined by two points on L, it may be viewed as lying on L,. Hence it has the same direction
as L,. Similarly, we get the vector v; = (1, m,) which has the same direction as the line L,. Hence,
L, and L, are perpendicular if and only if ©; L v3. According to Theorem 11.25, v; L v, if and
only if v7 - v; = 0. Notice that 0] - 03 = (1,m,) - (1, my) = 1 + mym,. Hence, v; - 03 = 0 if and only
if 1 +mym, = 0, which is true if and only if m;m, = —1, as required. ]

While Theorem 11.25 certainly gives us some insight into what the dot product means geometrically,
there is more to the story of the dot product. Consider the two nonzero vectors ¢ and w drawn
with a common initial point O below. For the moment, assume that the angle between ¢ and ,
which we’ll denote 6, is acute. We wish to develop a formula for the vector p, indicated below,
which is called the orthogonal projection of v onto w. The vector p'is obtained geometrically
as follows: drop a perpendicular from the terminal point T" of ¥ to the vector w and call the point
of intersection R. The vector p is then defined as = OR. Like any vector, p’is determined by its
magnitude ||p]| and its direction p according to the formula p'= ||p]|p. Since we want p to have the
same direction as W, we have p = w. To determine ||p]|, we make use of Theorem 10.4 as applied
to the right triangle AORT. We find cos(6) = %, or ||p]| = ||¥]| cos(f). To get things in terms of

just ¥ and @, we use Theorem 11.23 to get ||p]| = ||¥]| cos(0) = W = ﬁ Using Theorem
11.22, we rewrite ﬁ =q- (HTlﬂHu_f) = U - . Hence, ||p]| = U w, and since p = w, we now have a

formula for p’ completely in terms of ¥ and W, namely p'= ||p]|p = (¥ - w)w.

TN T
) Gl
w
0 0 R
~ ~
121
0 0

Now suppose that the angle § between ¥ and @ is obtuse, and consider the diagram below. In this
case, we see that p = —w and using the triangle AORT, we find ||p]| = ||7|| cos(¢’). Since 0+6 =,
it follows that cos(f’) = —cos(), which means ||p]| = ||¥]| cos(0') = —||7| cos(d). Rewriting this
last equation in terms of ¥ and W as before, we get ||p]] = —(¢ - w). Putting this together with
p=—w, we get p'=||p]|p = —(¥- @)(—w) = (- w)w in this case as well.
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If the angle between ¢ and  is & then it is easy to show? that 7 = 0. Since @ L @ in this case,
7@ = 0. It follows that 7~ = 0 and j= 0 = 0w = (¥ - @)W in this case, too. This gives us

Definition 11.12. Let ¢ and W be nonzero vectors. The orthogonal projection of v onto
W, denoted proj;(¥) is given by projg(v) = (V- w)w.

Definition 11.12 gives us a good idea what the dot product does. The scalar ¥ - W is a measure
of how much of the vector ¥ is in the direction of the vector «w and is thus called the scalar
projection of ¢ onto w. While the formula given in Definition 11.12 is theoretically appealing,
because of the presence of the normalized unit vector w, computing the projection using the formula

projz(¥) = (- w)w can be messy. We present two other formulas that are often used in practice.

Theorem 11.26. Alternate Formulas for Vector Projections: If ¢ and @ are nonzero
vectors then

o e L v-w\ v\
proj(¥) = (V- d)w = (W) w= <T.> w

The proof of Theorem 11.26, which we leave to the reader as an exercise, amounts to using the

formula w = (m) w and properties of the dot product. It is time for an example.

Example 11.9.4. Let ¥ = (1,8) and @ = (—1,2). Find p = proj;(¥), and plot ¥, & and § in
standard position.

Solution. We find - = (1,8) - (—1,2) = (=1)+16 = 15 and - = (—1,2) - (—1,2) = 1+4 = 5.
Hence, p = W= 15—5 —1,2) = (—3,6). We plot ¥, @ and p below.

Sl‘?l
g

W

“In this case, the point R coincides with the point O, so § = ﬁ = O? =0.
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Suppose we wanted to verify that our answer p'in Example 11.9.4 is indeed the orthogonal projection
of ¥ onto w. We first note that since p’ is a scalar multiple of w, it has the correct direction, so
what remains to check is the orthogonality condition. Consider the vector ¢ whose initial point is
the terminal point of p’and whose terminal point is the terminal point of 7.

Sy
<y

N W ok~ Ot O
4 4 4 4 '
t t t t t

w

—3-2-1

From the definition of vector arithmetic, p+ ¢ = v, so that ¢ = ¥—p. In the case of Example 11.9.4,
7= (1,8) and 7= (—3,6), 50 = (1,8)—(—3,6) = (4,2). Then ¢ = (4,2)-(~1,2) = (—4)+4 =0,
which shows ¢ L ), as required. This result is generalized in the following theorem.

Theorem 11.27. Generalized Decomposition Theorem: Let ¥ and @ be nonzero vectors.
There are unique vectors p and ¢ such that v = p'+ ¢ where p = kw for some scalar k, and
q-w=0.

Note that if the vectors § and ¢ in Theorem 11.27 are nonzero, then we can say 7 is parallel® to
w and ¢ is orthogonal to w. In this case, the vector p'is sometimes called the ‘vector component
of ¥ parallel to W’ and ¢ is called the ‘vector component of ¢ orthogonal to w.” To prove Theorem
11.27, we take p'= proj;(¥) and ¢ = ¥ — p. Then p'is, by definition, a scalar multiple of w. Next,
we compute ¢ w.

5See Exercise 64 in Section 11.8.
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- = (U—p)-wd Definition of ¢.

<y

X Properties of Dot Product

2

= T (” : ww) @ Since = projz(7).
( > (W - @) Properties of Dot Product.
v

Hence, ¢- @ = 0, as required. At this point, we have shown that the vectors p and ¢ guaranteed
by Theorem 11.27 erxist. Now we need to show that they are unique. Suppose v =p+q¢=p’ + ¢’
where the vectors p” and ¢’ satisfy the same properties described in Theorem 11.27 as p and ¢.
Then p—p’ =q' — ¢ sow-(p—p') =w- (7" —q = g —w-q¢=0-0=0. Hence,
w- (p—p’) = 0. Now there are scalars k and k' so that 15' = ku_)' and p’ = k’w. This means
W (P—p) =@ (k@ — k'@) =@ - (k- k'|0) = (k— k') (@ - @) = (k- k')||@]]?. Since & # 0,
||]|? # 0, which means the only way @ - (§— p’) = (k — k')||@]|? = 0 is for k — k' = 0, or k=k"
This means p = k@ = k'@ = p'. With ¢/ —¢{=p—p' = p— = 0, it must be that ¢’ = ¢ as
well. Hence, we have shown there is only one way to write ¥ as a sum of vectors as described in
Theorem 11.27.

| |

We close this section with an application of the dot product. In Physics, if a constant force F' is
exerted over a distance d, the work W done by the force is given by W = F'd. Here, we assume the
force is being applied in the direction of the motion. If the force applied is not in the direction of
the motion, we can use the dot product to find the work done. Consider the scenario below where
the constant force F is applied to move an object from the point P to the point Q.

Tl
Tl

To find the work W done in this scenario, we need to find how much of the force F is in the
direction of the motion 1@ This is precisely what the dot product F. PQ represents. Since
the distance the obJect travels is HP H we get W = (F- PQ)HI@H Since I@ ||@||I/DC§,
W= (F. PQ)HI@H = F - (|PQ|PQ) = = || @H cos(f), where 6 is the angle between
the applied force F and the trajectory of the motion ]% We have proved the following.
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Theorem 11.28. Work as a Dot Product: Suppose a constant force F is applied along the
vector ]@ The work W done by F is given by

W = F- PG = | F|| PG cos(6),
where 6 is the angle between F and Pﬁ

Example 11.9.5. Taylor exerts a force of 10 pounds to pull her wagon a distance of 50 feet over
level ground. If the handle of the wagon makes a 30° angle with the horizontal, how much work
did Taylor do pulling the wagon? Assume Taylor exerts the force of 10 pounds at a 30° angle for
the duration of the 50 feet.

Solution. There are two ways to attack this problem. One way is to find the vectors F and ]@
mentioned in Theorem 11.28 and compute W = F-PQ. To do this, we assume the origin is at the
point where the handle of the wagon meets the wagon and the positive z-axis lies along the dashed
line in the figure above. Since the force applied is a constant 10 pounds, we have Hﬁ | = 10. Since
it is being applied at a constant angle of § = 30° with respect to the positive z-axis, Definition
11.8 gives us F = 10 (cos(30°,sin(30°)) = (5v/3,5). Since the wagon is being pulled along 50
feet in the positive direction, the displacement vector is 1@ = 507 = 50(1,0) = (50,0). We get
W=F. ]@ = <5\/§,5> - (50,0) = 250+/3. Since force is measured in pounds and distance is
measured in feet, we get W = 250v/3 foot-pounds. Alternatively, we can use the formulation
W =|F| HJ@H cos(6) to get W = (10 pounds)(50 feet) cos (30°) = 250v/3 foot-pounds of work. [J
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11.9.1 EXERCISES

In Exercises 1 - 20, use the pair of vectors ¥ and w to find the following quantities.

o U-wW e proj;(?)

e The angle 0 (in degrees) between ¢ and W e ¢ = U — projg(v) (Show that ¢-w = 0.)
1. ¥=(-2,-7) and @ = (5, -9) 2. ¥=(—6,-5) and @ = (10, —12)

3. 7= (1,v/3) and @ = (1,—V/3) 4. 7= (3,4) and @ = (—6,—8)

5. 7= (-2,1) and @ = (3,6) 6. 7= (—3v3,3) and & = (—V/3,-1)
7. 7= (1,17) and @ = (—1,0) 8. 7= (3,4) and @ = (5,12)

9. 7= (—4,-2) and @ = (1,-5) 10. ¥ = (—5,6) and & = (4, —T7)
11. ¥=(-8,3) and W = (2,6) 12. ¥ = (34,-91) and @ = (0, 1)
13. ¥=3i—jand W =4) 14. ¥ = —24i+7) and W = 27
15. =31+ 3jand W =1i—} 16. ¥ =5i+12j and @ = —3i 4+ 4j
17. 17:<%,§ andu‘;’z<—§,§> 18. 6:<§,§> andu‘;’z<%,—§>
19. 7= <73, %> and W = <—72,—§> 20. U= <%, —§> and @ = <§, —§>

21. A force of 1500 pounds is required to tow a trailer. Find the work done towing the trailer
along a flat stretch of road 300 feet. Assume the force is applied in the direction of the motion.

22. Find the work done lifting a 10 pound book 3 feet straight up into the air. Assume the force
of gravity is acting straight downwards.

23. Suppose Taylor fills her wagon with rocks and must exert a force of 13 pounds to pull her
wagon across the yard. If she maintains a 15° angle between the handle of the wagon and
the horizontal, compute how much work Taylor does pulling her wagon 25 feet. Round your
answer to two decimal places.

24. In Exercise 61 in Section 11.8, two drunken college students have filled an empty beer keg
with rocks which they drag down the street by pulling on two attached ropes. The stronger
of the two students pulls with a force of 100 pounds on a rope which makes a 13° angle with
the direction of motion. (In this case, the keg was being pulled due east and the student’s
heading was N77°E.) Find the work done by this student if the keg is dragged 42 feet.
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25. Find the work done pushing a 200 pound barrel 10 feet up a 12.5° incline. Ignore all forces
acting on the barrel except gravity, which acts downwards. Round your answer to two decimal
places.

HINT: Since you are working to overcome gravity only, the force being applied acts directly
upwards. This means that the angle between the applied force in this case and the motion of
the object is not the 12.5° of the incline!

26. Prove the distributive property of the dot product in Theorem 11.22.
27. Finish the proof of the scalar property of the dot product in Theorem 11.22.

28. Use the identity in Example 11.9.1 to prove the Parallelogram Law

1912 + 1@ = 5 [T+ @) + |7~ @]]?]

N | —

29. We know that |z + y| < |z| + |y| for all real numbers x and y by the Triangle Inequality
established in Exercise 36 in Section 2.2. We can now establish a Triangle Inequality for
vectors. In this exercise, we prove that ||4 4 ¢]| < ||@]|| + ||7|| for all pairs of vectors @ and .

(a) (Step 1) Show that ||@ + o]|* = ||@]|* + 2@ - ¥ + ||7]|*.

(

(b) (Step 2) Show that |- ¥ < ||i]|||7]|. This is the celebrated Cauchy-Schwarz Inequality.®
(Hint: To show this inequality, start with the fact that |4 - 9] = | ||d||||¥]| cos(@) | and use
the fact that |cos(#)| < 1 for all 6.)

(c) (Step 3) Show that ||+ #||? = |J]|? + 2@ - ¥ + ||T)|? < ||@]|® + 2|@ - §] + ||7))? < ||@]|* +
2[la|7)] + 1911 = (lall + [|17]).

(d) (Step 4) Use Step 3 to show that ||@ + ¢|| < ||@|| + ||¥/|| for all pairs of vectors @ and v.

(e) As an added bonus, we can now show that the Triangle Inequality |z + w| < |z| + |w|
holds for all complex numbers z and w as well. Identify the complex number z = a + bi

with the vector u = (a,b) and identify the complex number w = ¢ 4 di with the vector
v = (¢, d) and just follow your nose!

51t is also known by other names. Check out this site for details.


http://en.wikipedia.org/wiki/Parallelogram_law
http://en.wikipedia.org/wiki/Cauchy-Schwarz_inequality
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11.9.2 ANSWERS

1. 7= (~2,-7) and @ = (5, -9) 2. 7= (—6,-5) and @ = (10, -12)
70 =53 v-w=0
6 = 45° 6 = 90°
projz(7) = (3,-3) proj(7) = (0,0)
7=(=3.-3) 7= (~6,-5)

3. 7= (1,v/3) and @ = (1,—V/3) 4. ¥ = (3,4) and @ = (-6, —8)
U= -2 - = —50
0 = 120° 0 = 180°
projy(#) = (=3, %) projs(5) = (3,4)
5 3 3 _':

5. U= (—2,1) and @ = (3,6) 6. 7= (—3v3,3) and @ = (—v/3,-1)
6 = 90° 6 = 60°
pI‘OJw(v) = <0’0> proju_}'('ﬁ’) = <_¥7_%>
> >_/_3/3 9
q < 271> q—<—T,§>

7. 7= (1,17) and @ = (—1,0) 8. 7= (3,4) and @ = (5,12)
G0 =—1 v-w =63
0 ~ 93.37° 0 ~ 14.25°
proj;(v) = (1,0) proj(7) = (35, 722)
s —»_ /192 _ 80
7=1(0,17) 7= (169 169

9. 7= (—4,-2) and @ = (1,-5) 10. ¥ = (—5,6) and & = (4, —7)
T-4=6 U- W= —62
0 ~ 74.74° 0 ~ 169.94°
projs(7) = (5, —13) proj(¥) = (~ %5 &)
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11. 7= (—8,3) and @ = (2,6) 12. 7= (34,-91) and @ = (0,1)
Tow=2 7 = —91
0 ~ 87.88° 0 ~ 159.51°
proj(0) = (15 15) proj (%) = (0,-91)
7=(-1o1 q= (34,0)

13. ¥=31—jand W =4) 14. ¥ = —247+47j and W = 2%
T =—4 T = —48
0 ~ 108.43° 0 ~ 163.74°
proj;(v) = (0, —1) proj;(v) = (—24,0)
7= (3,0) q7=10,7)

15. =31+ 3jand W =1i—) 16. ¥ =5i+ 12j and @ = —3i + 4j
T =0 7w =33
0 = 90° 0 ~ 59.49°
projz(#) = (0,0) proj(7) = (—52, 52
7=(3:3) =% %)

17. 17:<%,73> andw:<—§,§> 18. 6:<§,§> andw:<%,—§>
7= Yo2 7= V2o
o _ 750 0 = 105°
projal) = (1508, 4571 projo() = (L2508, 8248
7= <1+4\/§7 1+4\/§> 7= <3\/§§m/67 \/ig—\/6>

19. 7= <73,%> and @ = <_72,_72> 20. 7 = <%,_73> and @ = <72,_72>
7 ﬂ__x/éjl—\/i 7715:\/61\/5
0 = 165° 0 =15°
proj;(v) = <\/§4+17 \/§4+1> proj;(v) = <\/§21+1’ —\/a+1>
() ()

21. (1500 pounds)(300 feet) cos (0°) = 450,000 foot-pounds

22. (10 pounds)(3 feet) cos (0°) = 30 foot-pounds
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23. (13 pounds)(25 feet) cos (15°) ~ 313.92 foot-pounds
24. (100 pounds)(42 feet) cos (13°) ~ 4092.35 foot-pounds

25. (200 pounds)(10 feet) cos (77.5°) ~ 432.88 foot-pounds
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11.10 PARAMETRIC EQUATIONS

As we have seen in Exercises 53 - 56 in Section 1.2, Chapter 7 and most recently in Section 11.5,
there are scores of interesting curves which, when plotted in the zy-plane, neither represent y as a
function of x nor x as a function of y. In this section, we present a new concept which allows us
to use functions to study these kinds of curves. To motivate the idea, we imagine a bug crawling
across a table top starting at the point O and tracing out a curve C in the plane, as shown below.

Y
P(z,y) = (f(1),9(1))

The curve C does not represent y as a function of z because it fails the Vertical Line Test and it
does not represent x as a function of y because it fails the Horizontal Line Test. However, since
the bug can be in only one place P(x,y) at any given time ¢, we can define the z-coordinate of P
as a function of ¢ and the y-coordinate of P as a (usually, but not necessarily) different function of
t. (Traditionally, f(t) is used for x and g(t) is used for y.) The independent variable ¢ in this case
is called a parameter and the system of equations

{m = @)

y = g(t)

is called a system of parametric equations or a parametrization of the curve C.! The
parametrization of C' endows it with an orientation and the arrows on C' indicate motion in the
direction of increasing values of t. In this case, our bug starts at the point O, travels upwards to
the left, then loops back around to cross its path? at the point @ and finally heads off into the
first quadrant. It is important to note that the curve itself is a set of points and as such is devoid
of any orientation. The parametrization determines the orientation and as we shall see, different
parametrizations can determine different orientations. If all of this seems hauntingly familiar,
it should. By definition, the system of equations {z = cos(t), y = sin(¢) parametrizes the Unit
Circle, giving it a counter-clockwise orientation. More generally, the equations of circular motion
{x = rcos(wt), y = rsin(wt) developed on page 732 in Section 10.2.1 are parametric equations
which trace out a circle of radius r centered at the origin. If w > 0, the orientation is counter-
clockwise; if w < 0, the orientation is clockwise. The angular frequency w determines ‘how fast’ the

!Note the use of the indefinite article ‘a’. As we shall see, there are infinitely many different parametric represen-
tations for any given curve.

2Here, the bug reaches the point Q at two different times. While this does not contradict our claim that f (t) and
g(t) are functions of t, it shows that neither f nor g can be one-to-one. (Think about this before reading on.)
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object moves around the circle. In particular, the equations {x = 2960 cos (%t) , ¥y = 2960 sin (%t)
that model the motion of Lakeland Community College as the earth rotates (see Example 10.2.7 in
Section 10.2) parameterize a circle of radius 2960 with a counter-clockwise rotation which completes
one revolution as ¢ runs through the interval [0,24). It is time for another example.

t2 -3
2t — 1
Solution. We follow the same procedure here as we have time and time again when asked to graph
anything new — choose friendly values of ¢, plot the corresponding points and connect the results
in a pleasing fashion. Since we are told ¢ > —2, we start there and as we plot successive points, we
draw an arrow to indicate the direction of the path for increasing values of ¢.

Example 11.10.1. Sketch the curve described by { f/ for t > —2.

O

The curve sketched out in Example 11.10.1 certainly looks like a parabola, and the presence of
the 2 term in the equation z = t?> — 3 reinforces this hunch. Since the parametric equations
{ac =12 -3,y =2t —1 given to describe this curve are a system of equations, we can use the
technique of substitution as described in Section 8.7 to eliminate the parameter ¢t and get an
equation involving just x and y. To do so, we choose to solve the equation y = 2t — 1 for ¢ to

2
get t = yT—&-l Substituting this into the equation z = t?> — 3 yields z = (L;A) — 3 or, after some

rearrangement, (y + 1)2 = 4(x + 3). Thinking back to Section 7.3, we see that the graph of this
equation is a parabola with vertex (—3,—1) which opens to the right, as required. Technically
speaking, the equation (y + 1)2 = 4(z + 3) describes the entire parabola, while the parametric
equations {x =12 -3,y =2t —1 for t > —2 describe only a portion of the parabola. In this case,
we can remedy this situation by restricting the bounds on y. Since the portion of the parabola we
want is exactly the part where y > —5, the equation (y+41)? = 4(x+3) coupled with the restriction
y > —b5 describes the same curve as the given parametric equations. The one piece of information
we can never recover after eliminating the parameter is the orientation of the curve.

Eliminating the parameter and obtaining an equation in terms of x and ¥y, whenever possible,
can be a great help in graphing curves determined by parametric equations. If the system of
parametric equations contains algebraic functions, as was the case in Example 11.10.1, then the
usual techniques of substitution and elimination as learned in Section 8.7 can be applied to the

3We will have an example shortly where no matter how we restrict « and y, we can never accurately describe the
curve once we’ve eliminated the parameter.
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system {z = f(t), y = g(t) to eliminate the parameter. If, on the other hand, the parametrization
involves the trigonometric functions, the strategy changes slightly. In this case, it is often best
to solve for the trigonometric functions and relate them using an identity. We demonstrate these
techniques in the following example.

Example 11.10.2. Sketch the curves described by the following parametric equations.

r o= 3 x = sin(t)
. —1<t< .
1 {y _ o2 for —1<t<1 3 {y — cset) forO<t<m
o [T = ¢ s g {7 = HBeoslt) o g p o
Ly = e - Ly = 2sin() PSS
Solution.

1. To get a feel for the curve described by the system {gc =3, y = 2t> we first sketch the
graphs of z = t3 and y = 2t? over the interval [—~1,1]. We note that as ¢ takes on values
in the interval [—1,1], 2 = 3 ranges between —1 and 1, and y = 2t> ranges between 0
and 2. This means that all of the action is happening on a portion of the plane, namely
{(z,y)| =1 <2 <1, 0<y<2}. Next, we plot a few points to get a sense of the position
and orientation of the curve. Certainly, t = —1 and ¢t = 1 are good values to pick since
these are the extreme values of t. We also choose t = 0, since that corresponds to a relative
minimum® on the graph of y = 2t2. Plugging in ¢t = —1 gives the point (—1,2), t = 0 gives
(0,0) and t = 1 gives (1,2). More generally, we see that = = 3 is increasing over the entire
interval [—1,1] whereas y = 2t is decreasing over the interval [—1,0] and then increasing
over [0,1]. Geometrically, this means that in order to trace out the path described by the
parametric equations, we start at (—1,2) (where t = —1), then move to the right (since x is
increasing) and down (since y is decreasing) to (0,0) (where ¢ = 0). We continue to move
to the right (since x is still increasing) but now move upwards (since y is now increasing)
until we reach (1,2) (where ¢ = 1). Finally, to get a good sense of the shape of the curve, we
eliminate the parameter. Solving = = ¢ for ¢, we get ¢t = /z. Substituting this into y = 2t2
gives y = 2(¢/x)? = 22%/3. Our experience in Section 5.3 yields the graph of our final answer

below.
T ) Yy

1--/ 24
t t 14
1/ 1 t

-1+ t t f

1 t -1 1 x

=13, -1<t<1 y=2t2 —1<t<1 {z=t3,y=212, -1<t<1

4You should review Section 1.6.1 if you’ve forgotten what ‘increasing’, ‘decreasing’ and ‘relative minimum’ mean.
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2. For the system {:): =2t y=e"% for t > 0, we proceed as in the previous example and
graph = 2e~* and y = e~% over the interval [0,00). We find that the range of x in this
case is (0,2] and the range of y is (0,1]. Next, we plug in some friendly values of ¢ to get a
sense of the orientation of the curve. Since ¢ lies in the exponent here, ‘friendly’ values of ¢
involve natural logarithms. Starting with ¢ = In(1) = 0 we get® (2, 1), for t = In(2) we get
(1,%) and for t = In(3) we get (2, §). Since ¢ is ranging over the unbounded interval [0, c0),
we take the time to analyze the end behavior of both z and y. Ast — oo, x = 2¢~t — 0T
and y = e 2! — 01 as well. This means the graph of {m = 2!, y = e % approaches the
point (0,0). Since both z = 2¢~* and y = e~ are always decreasing for ¢ > 0, we know
that our final graph will start at (2,1) (where ¢ = 0), and move consistently to the left (since
x is decreasing) and down (since y is decreasing) to approach the origin. To eliminate the

parameter, one way to proceed is to solve z = 2e~* for t to get t = —1In (%) Substituting
this for ¢ in y = e™2! gives y = 6;2(*1n(z/2)) = 2In(@/2) = ¢In(2/2)* = (%)2 = %. Or, We2 coul(zi
recognize that y = e % = (e*t) , and since z = 2e~! means e = 5, we get y = (%) =4

this way as well. Either way, the graph of {a; =2¢7t y=e"% for t > 0 is a portion of the
parabola y = % which starts at the point (2, 1) and heads towards, but never reaches,® (0,0).

xT

1 2 t | 1 2 t | 1 2 x
z=2e"tt>0 y=e 2 t>0 {z=2e"t y=e2,1>0

3. For the system {x = sin(t), y = csc(t) for 0 < t < m, we start by graphing = = sin(t) and
y = csc(t) over the interval (0,7). We find that the range of x is (0,1] while the range of
y is [1,00). Plotting a few friendly points, we see that ¢ = & gives the point (%,2), t=735

gives (1,1) and ¢ = 3T returns us to (%,2). Since t = 0 and ¢t = 7 aren’t included in the

domain for ¢, (becausg y = csc(t) is undefined at these t-values), we analyze the behavior of
the system as t approaches 0 and 7. We find that as t — 0™ as well as when t — 7, we get
z =sin(t) — 0" and y = csc(t) — oo. Piecing all of this information together, we get that for
t near 0, we have points with very small positive xz-values, but very large positive y-values.
As t ranges through the interval (O, g}, x = sin(t) is increasing and y = csc(t) is decreasing.
This means that we are moving to the right and downwards, through (%, 2) when t = £ to
(1,1) when t = 5. Once t = 7, the orientation reverses, and we start to head to the left,
since z = sin(t) is now decreasing, and up, since y = csc(t) is now increasing. We pass back
through (%, 2) when t = %’r back to the points with small positive z-coordinates and large

5The reader is encouraged to review Sections 6.1 and 6.2 as needed.
SNote the open circle at the origin. See the solution to part 3 in Example 1.2.1 on page 22 and Theorem 4.1 in
Section 4.1 for a review of this concept.



APPLICATIONS OF TRIGONOMETRY

positive y-coordinates. To better explain this behavior, we eliminate the parameter. Using a
reciprocal identity, we write y = csc(t) = ﬁ Since x = sin(t), the curve traced out by this
parametrization is a portion of the graph of y = % We now can explain the unusual behavior
ast— 0" and t — 7~ — for these values of ¢, we are hugging the vertical asymptote z = 0 of
the graph of y = % We see that the parametrization given above traces out the portion of

Yy = % for 0 < z <1 twice as t runs through the interval (0, 7).

Yy
Y ! 34
|
|
T | 24
|
1 1+ | 1+
|
: ' | :
z Tt ™ Tt 1 z
2 2 |
1
z=sin(t), 0 <t < y=csc(t),0<t < {z =sin(t), y=csc(t),0<t <7

. Proceeding as above, we set about graphing {z = 1+ 3cos(t), y = 2sin(¢) for 0 < ¢ < 37” by
first graphing z = 1 4 3 cos(t) and y = 2sin(t) on the interval [O, 37“] We see that = ranges
from —2 to 4 and y ranges from —2 to 2. Pluggingint¢ =0, 5, 7 and 37” gives the points (4, 0),
(1,2), (—2,0) and (1, —2), respectively. As ¢ ranges from 0 to 5, x = 1+3cos(t) is decreasing,
while y = 2sin(¢) is increasing. This means that we start tracing out our answer at (4,0) and
continue moving to the left and upwards towards (1,2). For § <t < 7, x is decreasing, as is y,
so the motion is still right to left, but now is downwards from (1, 2) to (—2,0). On the interval
[7r, 37“], x begins to increase, while y continues to decrease. Hence, the motion becomes left
to right but continues downwards, connecting (—2,0) to (1,—2). To eliminate the parameter
here, we note that the trigonometric functions involved, namely cos(t) and sin(t), are related
by the Pythagorean Identity cos?(¢) + sin?(t) = 1. Hence, we solve 2 = 1 + 3 cos(t) for cos(t)

to get cos(t) = %‘1, and we solve y = 2sin(t) for sin(t) to get sin(t) = 4. Substituting these

expressions into cos?(t)+sin?(t) = 1 gives (%‘1)24— (%)2 =1,o0r @—F% = 1. From Section
7.4, we know that the graph of this equation is an ellipse centered at (1,0) with vertices at
(—2,0) and (4,0) with a minor axis of length 4. Our parametric equations here are tracing
out three-quarters of this ellipse, in a counter-clockwise direction.

T

Yy
2--
L
11 2 11 2
-2+ 21
z=1+3cos(t),0 <t <3 y=2sin(t), 0 <t < 31 {z =1+3cos(t), y=2sin(t), 0 <t < 3T

O]
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Now that we have had some good practice sketching the graphs of parametric equations, we turn
to the problem of finding parametric representations of curves. We start with the following.

Parametrizations of Common Curves
e To parametrize y = f(z) as x runs through some interval I, let x =t and y = f(¢) and let

t run through I.

e To parametrize = ¢g(y) as y runs through some interval I, let x = ¢g(¢) and y = ¢ and let
t run through 7.

To parametrize a directed line segment with initial point (x,, y,) and terminal point (x,, 3, ),
let 2 = o+ (7 — o)t and y = yo + (Y1 — yo)t for 0 <t < 1.

o (@=h)? | (y=k)® _ _ :
e To parametrize “~—»* + 53~ = 1 where a,b > 0, let x = h +acos(t) and y = k + bsin(t)
for 0 <t < 27. (This will impart a counter-clockwise orientation.)

The reader is encouraged to verify the above formulas by eliminating the parameter and, when
indicated, checking the orientation. We put these formulas to good use in the following example.

Example 11.10.3. Find a parametrization for each of the following curves and check your answers.
l.y=22fromz=-3tox =2
2. y= f~l(x) where f(z) =2° + 22 +1
3. The line segment which starts at (2, —3) and ends at (1,5)
4. The circle 22 + 2z + 9% — 4y = 4
5. The left half of the ellipse % + %2 =1

Solution.

1. Since y = 22 is written in the form y = f(z), we let x = ¢t and y = f(t) = t2. Since x = t, the

bounds on ¢ match precisely the bounds on z so we get {3: =t,y=1t>for =3 <t < 2. The
check is almost trivial; with = t we have y = t?> = 22 as t = = runs from —3 to 2.

2. We are told to parametrize y = f~1(z) for f(z) = 2° + 2z + 1 so it is safe to assume that
f is one-to-one. (Otherwise, f~! would not exist.) To find a formula y = f~!(z), we follow
the procedure outlined on page 384 — we start with the equation y = f(z), interchange x and
y and solve for 3. Doing so gives us the equation z = 3° + 2y + 1. While we could attempt
to solve this equation for y, we don’t need to. We can parametrize r = f(y) = y° + 2y + 1
by setting y = t so that = > + 2¢t + 1. We know from our work in Section 3.1 that since
f(r) = 2% + 22 + 1 is an odd-degree polynomial, the range of y = f(z) = 2% + 2z + 1 is
(—00,00). Hence, in order to trace out the entire graph of x = f(y) = y® + 2y + 1, we need to
let y run through all real numbers. Our final answer to this problem is {:L' =042+ 1, y=t
for —0o < t < co. As in the previous problem, our solution is trivial to check.”

"Provided you followed the inverse function theory, of course.
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3. To parametrize line segment which starts at (2, —3) and ends at (1,5), we make use of the
formulas x = zo+ (x, —20)t and y = yo+ (y1 — o)t for 0 < ¢ < 1. While these equations at first
glance are quite a handful,® they can be summarized as ‘starting point + (displacement)t’.
To find the equation for x, we have that the line segment starts at x = 2 and ends at x = 1.
This means the displacement in the z-direction is (1 — 2) = —1. Hence, the equation for z is
x =2+ (—1)t =2 —t. For y, we note that the line segment starts at y = —3 and ends at
y = 5. Hence, the displacement in the y-direction is (5 — (—3)) = 8, so we get y = —3 + 8t.
Our final answer is {z =2 —t, y = =3 + 8¢ for 0 < t < 1. To check, we can solve z =2 — ¢
for ¢ to get t = 2 — x. Substituting this into y = —3 + 8¢ gives y = —3 + 8t = —3 4+ 8(2 — x),
or y = —8x + 13. We know this is the graph of a line, so all we need to check is that it starts
and stops at the correct points. Whent =0,z =2 -t =2, and whent =1,z =2 -t = 1.
Plugging in = 2 gives y = —8(2) + 13 = —3, for an initial point of (2, —3). Plugging in
x =1 gives y = —8(1) + 13 = 5 for an ending point of (1,5), as required.

4. In order to use the formulas above to parametrize the circle 22+ 2z +y? —4y = 4, we first need

to put it into the correct form. After completing the squares, we get (z +1)% + (y — 2)2 = 9,
(z+1)* | (y=2)°

or “—5- + 5~ = 1. Once again, the formulas z = h + acos(t) and y = k + bsin(t) can be

a challenge to memorize, but they come from the Pythagorean Identity cos?(t) 4 sin?(t) = 1.
2 2

In the equation @ + % = 1, we identify cos(t) = ‘”T‘H and sin(t) = 9772 Rearranging

these last two equations, we get x = —1 4 3 cos(t) and y = 2 4 3sin(¢). In order to complete
one revolution around the circle, we let ¢ range through the interval [0, 27). We get as our final
answer {x = —1 4 3cos(t), y =2+ 3sin(t) for 0 < ¢t < 2m. To check our answer, we could
eliminate the parameter by solving x = —1 + 3 cos(t) for cos(t) and y = 2+ 3sin(t) for sin(t),
invoking a Pythagorean Identity, and then manipulating the resulting equation in x and y
into the original equation z2 + 2z + y%> — 4y = 4. Instead, we opt for a more direct approach.
We substitute x = —1 + 3 cos(t) and y = 2 + 3sin(¢) into the equation x? + 2z + y? — 4y = 4
and show that the latter is satisfied for all ¢ such that 0 < ¢ < 27.

242 +yt -4y = 4

(—1+ 3cos(t))? + 2(—1 + 3cos(t)) + (2 + 3sin(t))? — 4(2 + 3sin(t)) = 4

1 —6cos(t) +9cos?(t) — 2+ 6.cos(t) + 4 + 12sin(t) + 9sin?(¢) — 8 — 12sin(¢) 2y
9cos?(t) + 9sin?(t) — 5 L4

9 (cos?(t) + sin?(t)) — 5 L4

9(1) -5 = 4

4 Ly

Now that we know the parametric equations give us points on the circle, we can go through
the usual analysis as demonstrated in Example 11.10.2 to show that the entire circle is covered
as t ranges through the interval [0, 27).

8Compare and contrast this with Exercise 65 in Section 11.8.
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2

5. In the equation % + % = 1, we can either use the formulas above or think back to the

Pythagorean Identity to get = 2 cos(t) and y = 3sin(¢). The normal range on the parameter
in this case is 0 < t < 27, but since we are interested in only the left half of the ellipse, we
restrict ¢ to the values which correspond to Quadrant II and Quadrant III angles, namely
T <t < 2% Our final answer is {z = 2cos(t), y = 3sin(t) for 3 < ¢t < 3. Substituting
x = 2cos(t) and y = 3sin(t) into % + % = 1 gives 40022(t) + QSiI;Q(t) = 1, which reduces
to the Pythagorean Identity cos?(t) + sin®(¢) = 1. This proves that the points generated by

the parametric equations {x = 2 cos(t), y = 3sin(t) lie on the ellipse %2 + %2 = 1. Employing

the techniques demonstrated in Example 11.10.2, we find that the restriction § < ¢ < 37”
generates the left half of the ellipse, as required. O

We note that the formulas given on page 1053 offer only one of literally infinitely many ways to
parametrize the common curves listed there. At times, the formulas offered there need to be altered
to suit the situation. Two easy ways to alter parametrizations are given below.

Adjusting Parametric Equations

e Reversing Orientation: Replacing every occurrence of ¢ with —¢ in a parametric de-
scription for a curve (including any inequalities which describe the bounds on t) reverses
the orientation of the curve.

e Shift of Parameter: Replacing every occurrence of ¢ with (¢ — ¢) in a parametric de-
scription for a curve (including any inequalities which describe the bounds on t) shifts the
start of the parameter ¢t ahead by ¢ units.

We demonstrate these techniques in the following example.

Example 11.10.4. Find a parametrization for the following curves.

1. The curve which starts at (2,4) and follows the parabola y = 22 to end at (—1,1). Shift the
parameter so that the path starts at ¢ = 0.
2. The two part path which starts at (0,0), travels along a line to (3,4), then travels along a
line to (5,0).
3. The Unit Circle, oriented clockwise, with ¢ = 0 corresponding to (0, —1).
Solution.
1. We can parametrize y = z from 2 = —1 to = 2 using the formula given on Page 1053 as

{x =t,y =12 for —1 <t < 2. This parametrization, however, starts at (—1,1) and ends at
(2,4). Hence, we need to reverse the orientation. To do so, we replace every occurrence of ¢
with —¢ to get {a: = —t, y = (—t)? for -1 < —t < 2. After simplifying, we get {x =—t, y=t>
for —2 <t < 1. We would like ¢ to begin at ¢t = 0 instead of t = —2. The problem here is
that the parametrization we have starts 2 units ‘too soon’, so we need to introduce a ‘time
delay’ of 2. Replacing every occurrence of t with (t — 2) gives {z = —(t — 2), y = (t — 2)? for
—2 <t—2<1. Simplifying yields {z =2 —t,y=t*—4t+4 for 0 <t < 3.
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2. When parameterizing line segments, we think: ‘starting point + (displacement)t’. For the
first part of the path, we get {x =3t,y =4t for 0 < t < 1, and for the second part
we get {x =3+2t,y=4—4¢t for 0 < ¢t < 1. Since the first parametrization leaves off
at t = 1, we shift the parameter in the second part so it starts at ¢ = 1. Our current
description of the second part starts at ¢ = 0, so we introduce a ‘time delay’ of 1 unit
to the second set of parametric equations. Replacing ¢ with (¢ — 1) in the second set of
parametric equations gives {z =3+2(t—1),y=4—4(t—1) for 0 <t —1 < 1. Simplify-
ing yields {x =1+ 2¢t,y =8 —4¢t for 1 < ¢ < 2. Hence, we may parametrize the path as
{z = f(t), y=g(t) for 0 <t <2 where

3t, for0<t<1 - 4, for0 <t <1
f(t)_{1+2t, for1<t<g ond g(t)_{8—4t, for 1 <t<2

3. We know that {x = cos(t), y = sin(t) for 0 < ¢t < 27 gives a counter-clockwise parametrization
of the Unit Circle with ¢ = 0 corresponding to (1, 0), so the first order of business is to reverse
the orientation. Replacing ¢ with —t gives {x = cos(—t), y =sin(—t) for 0 < —t < 2,

which simplifies? to {x = cos(t), y = —sin(t) for —27 < t < 0. This parametrization gives
a clockwise orientation, but ¢ = 0 still corresponds to the point (1,0); the point (0,—1) is
reached when ¢t = —37”. Our strategy is to first get the parametrization to ‘start’ at the

point (0,—1) and then shift the parameter accordingly so the ‘start’ coincides with ¢t = 0.
We know that any interval of length 27 will parametrize the entire circle, so we keep the
equations {z = cos(t), y = —sin(t), but start the parameter ¢ at —3F, and find the upper
bound by adding 2 so —3F <t < Z. The reader can verify that {z = cos(t), y = —sin(t)
for —37” <t < § traces out the Unit Circle clockwise starting at the point (0, —1). We now
shift the parameter by introducing a ‘time delay’ of 37” units by replacing every occurrence
of t with ( —37“) We get {x:cos( —%”),y:—sin( —37”) for —37“ gt—%ﬂ < 5. This

simplifies’” to {z = —sin(t), y = — cos(t) for 0 < t < 27, as required. O

We put our answer to Example 11.10.4 number 3 to good use to derive the equation of a cycloid.
Suppose a circle of radius 7 rolls along the positive x-axis at a constant velocity v as pictured below.
Let 6 be the angle in radians which measures the amount of clockwise rotation experienced by the
radius highlighted in the figure.

Y

Pla,y) —r—

courtesy of the Even/Odd Identities
courtesy of the Sum/Difference Formulas


http://en.wikipedia.org/wiki/Cycloid
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Our goal is to find parametric equations for the coordinates of the point P(x,y) in terms of 6.
From our work in Example 11.10.4 number 3, we know that clockwise motion along the Unit
Circle starting at the point (0, —1) can be modeled by the equations {z = —sin(f), y = — cos(6)
for 0 < 6 < 2m. (We have renamed the parameter ‘¢’ to match the context of this problem.) To
model this motion on a circle of radius r, all we need to do'! is multiply both 2 and y by the
factor r which yields {x = —rsin(f), y = —r cos(f). We now need to adjust for the fact that the
circle isn’t stationary with center (0,0), but rather, is rolling along the positive z-axis. Since the
velocity v is constant, we know that at time ¢, the center of the circle has traveled a distance vt
down the positive z-axis. Furthermore, since the radius of the circle is r and the circle isn’t moving
vertically, we know that the center of the circle is always r units above the z-axis. Putting these two
facts together, we have that at time ¢, the center of the circle is at the point (vt,r). From Section
10.1.1, we know v = ?, or vt = rf. Hence, the center of the circle, in terms of the parameter 0,
is (rf,r). As a result, we need to modify the equations {x = —rsin(f), y = —r cos(f) by shifting
the x-coordinate to the right rf units (by adding 76 to the expression for z) and the y-coordinate
up r units'? (by adding r to the expression for y). We get {z = —rsin(0) + 0, y = —rcos(f) +r,
which can be written as {x = r(0 —sin(f)), y = (1 — cos(f)). Since the motion starts at § = 0
and proceeds indefinitely, we set 6 > 0.

We end the section with a demonstration of the graphing calculator.

Example 11.10.5. Find the parametric equations of a cycloid which results from a circle of radius
3 rolling down the positive xz-axis as described above. Graph your answer using a calculator.
Solution. We have r = 3 which gives the equations {x = 3(t — sin(¢)), y = 3(1 — cos(t)) for ¢ > 0.
(Here we have returned to the convention of using ¢ as the parameter.) Sketching the cycloid by
hand is a wonderful exercise in Calculus, but for the purposes of this book, we use a graphing utility.
Using a calculator to graph parametric equations is very similar to graphing polar equations on a
calculator.'® Ensuring that the calculator is in ‘Parametric Mode’ and ‘radian mode’ we enter the
equations and advance to the ‘Window’ screen.

LM :CI  ENG Flatl Flotz Flat:

iy 01z:4E567H9 i e

i e AT EICT—21incTa2
et o o Yy B3(1-cos (T
EQUENTIALIEE ]I _

3 a+bi.  FeRL “HET S

FuU HORIZ G-T Ver=

SET CLOCK ARG ST

As always, the challenge is to determine appropriate bounds on the parameter, ¢, as well as for
z and y. We know that one full revolution of the circle occurs over the interval 0 < ¢ < 2, so

11f we replace x with 2 and y with ¥ in the equation for the Unit Circle z? +y? = 1, we obtain (%)2 + (%)2 =1
which reduces to 2% + y? = 2. In the language of Section 1.7, we are stretching the graph by a factor of r in both
the z- and y-directions. Hence, we multiply both the z- and y-coordinates of points on the graph by r.

2Does this seem familiar? See Example 11.1.1 in Section 11.1.

13See page 959 in Section 11.5.
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it seems reasonable to keep these as our bounds on t. The ‘T'step’ seems reasonably small — too
large a value here can lead to incorrect graphs.'* We know from our derivation of the equations of
the cycloid that the center of the generating circle has coordinates (r6,r), or in this case, (3t,3).
Since t ranges between 0 and 27, we set x to range between 0 and 6. The values of y go from the
bottom of the circle to the top, so y ranges between 0 and 6.

W IHOIOL W IHOOL

Trmin=a TT=ter=. 1388996,
Tmax=6.283153535.. Amln=H

Tster=. 1388996, amax=18. 849555,
Amin=H mecl=1

amax=18. 2849555, Ymin=H

mecl=1 MMax=g

JLNmin=A Vezl=1

Below we graph the cycloid with these settings, and then extend ¢ to range from 0 to 67 which
forces x to range from 0 to 187 yielding three arches of the cycloid. (It is instructive to note
that keeping the y settings between 0 and 6 messes up the geometry of the cycloid. The reader is
invited to use the Zoom Square feature on the graphing calculator to see what window gives a true
geometric perspective of the three arches.)

14 Again, see page 959 in Section 11.5.
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11.10.1 EXERCISES

In Exercises 1 - 20, plot the set of parametric equations by hand. Be sure to indicate the orientation
imparted on the curve by the parametrization.

r=4t—3 =4t —1
. <t < . <t <
1 {y:6t—2 for0<t<1 2 {y:3—4t for0<t<1
. —1<t< . <t <
3 {y:t2 for —1<t<2 4 {y:3—|—2t—t2 for0<t<3
r=t>+2t+1 r=1(18 -t
5. fort <1 6. ?( ) for t > -3
y=1t+1 y =5t
r=1t r =1t
7.{ 3 for —oo<t<oo 8.{ for —oo <t < o0
y=t y=t
x = cos(t) T T x = 3cos(t)
. — —<t< = . . <t <
9 {y:sm(t) for 2_75_2 10 {ystm(t) for0<t<m
x = —1+3cos(t) x = 3cos(t) i
. <t < . — <t<
11 {y:4sin(t) for 0 <t <2nw 12 {yzQsin(t)+1 for — <t <27
13 fr=2e0s) g T g fr=2tanl) oy T
y = sec(t) 2 y = cot(t)
x = sec(t) . ™ x = sec(t) ™ 3T
15. { y = tan(t) for > <t< > 16. { y = tan(t) for 5 <t< 2
x = tan(t) T T x = tan(t) 3
17. { y = 2sec(t) for > <t< 5 18. { y = 2sec(t) for 5 <t< 2
19. § T=05®) p0<i<n g0, { TS T, T
y=t y=t 9 9

In Exercises 21 - 24, plot the set of parametric equations with the help of a graphing utility. Be
sure to indicate the orientation imparted on the curve by the parametrization.

r=1 -3t x = 4cos3(t)
. —2<t< . <t<
21 {y:ﬁ—4 for —2<¢<2 22 {y:4$ﬁ@)ﬁm0_p_%

__ t -t —
93. 4 TTE T for —2<t<2 o4 L T =8B g0 <p<on
y=¢e —e y = sin(4t)
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In Exercises 25 - 39, find a parametric description for the given oriented curve.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

the directed line segment from (3, —5) to (—2,2)
the directed line segment from (—2,—1) to (3, —4)
the curve y = 4 — 2% from (—2,0) to (2,0).

the curve y = 4 — 2% from (—2,0) to (2,0)
(Shift the parameter so ¢ = 0 corresponds to (—2,0).)

the curve z = y? — 9 from (=5, —2) to (0, 3).

the curve z = y? — 9 from (0, 3) to (-5, —2).
(Shift the parameter so t = 0 corresponds to (0, 3).)

the circle 22 + 42 = 25, oriented counter-clockwise
the circle (z — 1)? 4 y? = 4, oriented counter-clockwise
the circle 22 + 4% — 6y = 0, oriented counter-clockwise

the circle 22 + % — 6y = 0, oriented clockwise
(Shift the parameter so ¢ begins at 0.)

the circle (z — 3)2 + (y + 1)2 = 117, oriented counter-clockwise
the ellipse (z — 1)2 4+ 9y% = 9, oriented counter-clockwise
the ellipse 922 + 4y? + 24y = 0, oriented counter-clockwise

the ellipse 922 + 4y? + 24y = 0, oriented clockwise
(Shift the parameter so ¢ = 0 corresponds to (0,0).)

the triangle with vertices (0,0), (3,0), (0,4), oriented counter-clockwise
(Shift the parameter so ¢t = 0 corresponds to (0,0).)

Use parametric equations and a graphing utility to graph the inverse of f(z) = 2 + 3z — 4.

Every polar curve r = f(f) can be translated to a system of parametric equations with
parameter 6 by {z = rcos(d) = f(0)cos(f), y = rsin(f) = f(f)sin(f). Convert r = 6 cos(20)
to a system of parametric equations. Check your answer by graphing r = 6 cos(26) by hand
using the techniques presented in Section 11.5 and then graphing the parametric equations
you found using a graphing utility.

Use your results from Exercises 3 and 4 in Section 11.1 to find the parametric equations which
model a passenger’s position as they ride the London Eye.


http://en.wikipedia.org/wiki/London_Eye
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Suppose an object, called a projectile, is launched into the air. Ignoring everything except the force
gravity, the path of the projectile is given by!?

x = v, cos(0)t
1, . for0<t<T
y = —§gt + vy sin(0) t + s,

where v, is the initial speed of the object, 6 is the angle from the horizontal at which the projectile
is launched,'® g is the acceleration due to gravity, s, is the initial height of the projectile above the
ground and T is the time when the object returns to the ground. (See the figure below.)

Y

(2(T),0) z

43. Carl’s friend Jason competes in Highland Games Competitions across the country. In one
event, the ‘hammer throw’, he throws a 56 pound weight for distance. If the weight is released
6 feet above the ground at an angle of 42° with respect to the horizontal with an initial speed
of 33 feet per second, find the parametric equations for the flight of the hammer. (Here, use
g = 32%.) When will the hammer hit the ground? How far away will it hit the ground?
Check your answer using a graphing utility.

44. Eliminate the parameter in the equations for projectile motion to show that the path of the
projectile follows the curve

g sec?()

202 22 + tan(0)z + s,

y:

Use the vertex formula (Equation 2.4) to show the maximum height of the projectile is

Y- v2 sin?(6) Vs when = v2 sin(20)

29 29

15 A nice mix of vectors and Calculus are needed to derive this.
16We’ve seen this before. It’s the angle of elevation which was defined on page 753.
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45. In another event, the ‘sheaf toss’, Jason throws a 20 pound weight for height. If the weight
is released 5 feet above the ground at an angle of 85° with respect to the horizontal and the
sheaf reaches a maximum height of 31.5 feet, use your results from part 44 to determine how
fast the sheaf was launched into the air. (Once again, use g = 32%.)

us

46. Suppose 6 = 7. (The projectile was launched vertically.) Simplify the general parametric

formula given for y(t) above using g = 9.8 73 and compare that to the formula for s(t) given

in Exercise 25 in Section 2.3. What is z(t) in this case?

In Exercises 47 - 52, we explore the hyperbolic cosine function, denoted cosh(t), and the hyper-
bolic sine function, denoted sinh(t), defined below:

t o ot t_ -t
% and sinh(t) = %

cosh(t) =
47. Using a graphing utility as needed, verify that the domain of cosh(t) is (—o0,00) and the
range of cosh(t) is [1,c0).

48. Using a graphing utility as needed, verify that the domain and range of sinh(t) are both
(—00, ).

49. Show that {z(t) = cosh(t), y(t) = sinh(¢) parametrize the right half of the ‘unit’ hyperbola
22 —y? = 1. (Hence the use of the adjective ‘hyperbolic.’)

50. Compare the definitions of cosh(t) and sinh(¢) to the formulas for cos(t) and sin(t) given in
Exercise 83f in Section 11.7.

51. Four other hyperbolic functions are waiting to be defined: the hyperbolic secant sech(t),
the hyperbolic cosecant csch(t), the hyperbolic tangent tanh(¢) and the hyperbolic cotangent
coth(t). Define these functions in terms of cosh(¢) and sinh(¢), then convert them to formulas
involving €' and e~!. Consult a suitable reference (a Calculus book, or this entry on the
hyperbolic functions) and spend some time reliving the thrills of trigonometry with these
‘hyperbolic’ functions.

52. If these functions look familiar, they should. Enjoy some nostalgia and revisit Exercise 35 in
Section 6.5, Exercise 47 in Section 6.3 and the answer to Exercise 38 in Section 6.4.


http://en.wikipedia.org/wiki/Hyperbolic_function
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11.10.2 ANSWERS

r=4t—-3 r=4t—1
. <t < . <t <
1 {y:6t—2 for0<t<1 2 {y=3—4t for0<t<1
Y Y

41 3L
3--/ 2
/ 1__\\
14 | | |
—1 1 2\:‘3 z
! ! t t —14
-3 -2 —1 1 =z
14
_9l

T =2t r=t—1
. —1<t< . <t <
3 {y:t2 for —1<t<2 4 {y:3+2t—t2 for0<t<3
y Y

4

3

24
|

-3 —2 —1

X X
_ 42 1 _ 42
sl TR 6. I‘%(lg ) for t > —3
y=t+1 y =3t
y y
2 &.\2
1 1.\
Ty 54t L —— ’
i z 3 —2 1_1“ .1/ﬁ r
—2ol
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_ _ 3
7. a:—t3 for —oo <t < o0 8 1 T o Coo<t<oo
y=t y=t

Yy

—4 -3 -2 -1

—14

1. x:—l.—l-?)COS(t) for 0< ¢ < 2r 12, x = 3cos(t) for n <t<2rm
y = 4sin(t) 2
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x = 2cos(t) T x = 2tan(t) T
13. f < — 14. f —
3 {y:sec(t) orO_t<2 {y:cot(t) orO<1§<2

y Y

4 44

3 34

2 24

1 14

5 5 1 T
X T




19. { ijfos(t) forO0<t<m

T4

N

— 43 _
21. { x:f 3 for —2<t<2
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x = tan(t) T 3
18. { y = 2seclt) f0r§<t<7

[
)
t
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_ t —t
23. { x_eﬁz_t for —2<t<2

y=¢' -
y
71
51
3l
11
14 1
3l
_5l
_7l
r=3-51
. <t<
25 {y:—5—|—7t for0<t<1
27 v=t for —2<t<2
|l y=4-1t2 -~
— 42 _
29. { TEEY e —2<i<3
y=t
x = 5cos(t)
. <
31 {y:5sin(t) for 0 <t <27
x = 3cos(t)
. <
33 {y:3+3sin(t) for0<t<2m
x =3+ V117 cos(t)
. <
35 {y:—l—l—\/msin(t) for 0 <t<2nw
x = 2cos(t)
. <
37 {ystin(t)—3 for0<t<2m
x = 2cos (t - E) = 2sin(t)
38. 2
y:—3—381n<t—§):—3+3cos(t)
39. {z(t), y(t) where:
3, 0<t<
x(t) = 6—-3t, 1<t<
<

1067

x = cos(3t)
. <t<
24 { — sin(4t) for 0 <t <27

r =5t
. <t <
26 {y:_1_3 for0<t<1
r=1t—2
. <t <
28 {y:4t—t2 for0<t<4
x=1t2—
. <t <
30 {y:S—t for0<t<5
go. { T=LH200s() p oo
y = 2sin(t)
x = 3cos(t)
4. <
3 {y—S—Bsin(t) for0<t<2m
36. { v=1+3cos(t) [ o<y <o
y = sin(t)
for 0 <t <27
0, 0<t<1
y(t) =4 4t—4, 1<t<2
12 —4t, 2<t<3
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. . . t
40. The parametric equations for the inverse are { ; for —co <t <0

x = 6cos(26) cos(d)

< .
y = 6cos(20) sin(6) for 0 < 0 <2m

41. r = 6cos(26) translates to {

42. The parametric equations which describe the locations of passengers on the London Eye are

& = 67.5c0s ({st — §) = 67.5sin ({5t)

{ y = 67.5sin (Kt — 1) +67.5 = 67.5 — 67.5c0s (L) 07 ~ <<

x = 33 cos(42°)t
y = —16t% + 33sin(42°)t + 6
t > 0. To find when the hammer hits the ground, we solve y(t) = 0 and get ¢t ~ —0.23 or
1.61. Since t > 0, the hammer hits the ground after approximately ¢ = 1.61 seconds after
it was launched into the air. To find how far away the hammer hits the ground, we find
x(1.61) ~ 39.48 feet from where it was thrown into the air.

43. The parametric equations for the hammer throw are { for

2. in2(0 2 i 2(QEO
45. We solve y = vos,;n() + 50 = UOSQH(I?)SS) + 5 = 31.5 to get vy, = +41.34. The initial speed
g

of the sheaf was approximately 41.34 feet per second.
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alkalinity of a solution
pH, 432

amplitude, 794, 881

angle
acute, 694
between two vectors, 1035, 1036
central angle, 701
complementary, 696
coterminal, 698
decimal degrees, 695
definition, 693
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definition of, 666
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trigonometry friendly
definition of, 828
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graph of, 824
properties of, 824
arcsecant
calculus friendly
definition of, 831
graph of, 830
properties of, 831
trigonometry friendly
definition of, 828
graph of, 827
properties of, 828
arcsine
definition of, 820
graph of, 820
properties of, 820
arctangent
definition of, 824
graph of, 823
properties of, 824
argument
of a complex number
definition of, 991
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back substitution, 560
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binomial coefficient, 683
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Bisection Method, 277
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Boyle’s Law, 350

buffer solution, 478
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Cartesian coordinates, 6
Cauchy’s Bound, 269
center

of a circle, 498

of a hyperbola, 531
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central angle, 701
change of base formulas, 442
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Charles’s Law, 355
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center of, 498
definition of, 498
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circular function, 744
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coefficient of determination, 226
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vector
addition, 1015
dot product, 1034
complementary angles, 696
Complex Factorization Theorem, 290
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definition of, 288
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polar form
cis-notation, 995
principal argument, 991
real part, 991
rectangular form, 991
set of, 2
complex plane, 991
component form of a vector, 1013
composite function
definition of, 360
properties of, 367
compound interest, 470
conic sections
definition, 495
conjugate axis of a hyperbola, 532
conjugate of a complex number
definition of, 288
properties of, 289
Conjugate Pairs Theorem, 291
consistent system, 553
constant function
as a horizontal line, 156
formal definition of, 101
intuitive definition of, 100
constant of proportionality, 350
constant term of a polynomial, 236
continuous, 241
continuously compounded interest, 472
contradiction, 549
coordinates
Cartesian, 6
polar, 919
rectangular, 919
correlation coefficient, 226
cosecant
graph of, 801
of an angle, 744, 752
properties of, 802
cosine
graph of, 791
of an angle, 717, 730, 744
properties of, 791



1072

cost

average, 82, 346

fixed, start-up, 82

variable, 159
cost function, 82
cotangent

graph of, 805

of an angle, 744, 752

properties of, 806
coterminal angle, 698
Coulomb’s Law, 355
Cramer’s Rule, 619
curve

orientated, 1048
cycloid, 1056

decibel, 431
decimal degrees, 695
decreasing function

formal definition of, 101

intuitive definition of, 100
degree measure, 694
degree of a polynomial, 236
DeMoivre’s Theorem, 997
dependent system, 554
dependent variable, 55
depreciation, 420
Descartes’ Rule of Signs, 273
determinant of a matrix

definition of, 614

properties of, 616
Difference Identity

for cosine, 771, 775

for sine, 773, 775

for tangent, 775
difference quotient, 79
dimension

of a matrix, 567
direct variation, 350
directrix

of a conic section in polar form, 981

of a parabola, 505
discriminant

of a conic, 979
of a quadratic equation, 195
trichotomy, 195
distance
definition, 10
distance formula, 11
distributive property
matrix
matrix multiplication, 585
scalar multiplication, 581
vector
dot product, 1034
scalar multiplication, 1018
DMS, 695
domain
applied, 60
definition of, 45
implied, 58
dot product
commutative property of, 1034
definition of, 1034
distributive property of, 1034
geometric interpretation, 1035
properties of, 1034
relation to orthogonality, 1037
relation to vector magnitude, 1034
work, 1042
Double Angle Identities, 776

earthquake
Richter Scale, 431
eccentricity, 522, 981
eigenvalue, 626
eigenvector, 626
ellipse
center, 516
definition of, 516
eccentricity, 522
foci, 516
from slicing a cone, 496
guide rectangle, 519
major axis, 516
minor axis, 516
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reflective property, 523
standard equation, 519
vertices, 516
ellipsis (...), 31, 651
empty set, 2
end behavior
of f(x) = ax™, n even, 240
of f(z) = ax™,n odd, 240
of a function graph, 239
polynomial, 243
entry
in a matrix, 567
equation
contradiction, 549
graph of, 23
identity, 549
linear of n variables, 554
linear of two variables, 549
even function, 95
Even/Odd Identities, 770
exponential function
algebraic properties of, 437
change of base formula, 442
common base, 420
definition of, 418
graphical properties of, 419
inverse properties of, 437
natural base, 420
one-to-one properties of, 437
solving equations with, 448
extended interval notation, 756

Factor Theorem, 258

factorial, 654, 681

fixed cost, 82

focal diameter of a parabola, 507
focal length of a parabola, 506
focus

of a conic section in polar form, 981

focus (foci)
of a hyperbola, 531
of a parabola, 505
of an ellipse, 516

free variable, 552
frequency

angular, 708, 881
of a sinusoid, 795
ordinary, 708, 881

function

(absolute) maximum, 101
(absolute, global) minimum, 101
absolute value, 173
algebraic, 399
argument, 55
arithmetic, 76
as a process, bb, 378
average cost, 82
circular, 744
composite

definition of, 360

properties of, 367
constant, 100, 156
continuous, 241
cost, 82
decreasing, 100
definition as a relation, 43
dependent variable of, 55
difference, 76
difference quotient, 79
domain, 45
even, 95
exponential, 418

Fundamental Graphing Principle, 93

identity, 168
increasing, 100
independent variable of, 55
inverse
definition of, 379
properties of, 379
solving for, 384
uniqueness of, 380
linear, 156
local (relative) maximum, 101
local (relative) minimum, 101
logarithmic, 422
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notation, 55

odd, 95

one-to-one, 381

periodic, 790

piecewise-defined, 62

polynomial, 235

price-demand, 82

product, 76

profit, 82

quadratic, 188

quotient, 76

range, 45

rational, 301

revenue, 82

smooth, 241

sum, 76

transformation of graphs, 120, 135

zero, 95
fundamental cycle

of y = cos(zx), 791
Fundamental Graphing Principle

for equations, 23

for functions, 93

for polar equations, 938
Fundamental Theorem of Algebra, 290

Gauss-Jordan Elimination, 571
Gaussian Elimination, 557
geometric sequence, 654
geometric series, 669
graph
hole in, 305
horizontal scaling, 132
horizontal shift, 123
of a function, 93
of a relation, 20
of an equation, 23
rational function, 321
reflection about an axis, 126
transformations, 135
vertical scaling, 130
vertical shift, 121
greatest integer function, 67

growth model
limited, 475
logistic, 475
uninhibited, 472
guide rectangle
for a hyperbola, 532
for an ellipse, 519

Half-Angle Formulas, 779
harmonic motion, 885
Henderson-Hasselbalch Equation, 446
Heron’s Formula, 914
hole
in a graph, 305
location of, 306
Hooke’s Law, 350
horizontal asymptote
formal definition of, 304
intuitive definition of, 304
location of, 308
horizontal line, 23
Horizontal Line Test (HLT), 381
hyperbola
asymptotes, 531
branch, 531
center, 531
conjugate axis, 532
definition of, 531
foci, 531
from slicing a cone, 496
guide rectangle, 532
standard equation
horizontal, 534
vertical, 534
transverse axis, 531
vertices, 531
hyperbolic cosine, 1062
hyperbolic sine, 1062
hyperboloid, 542

identity
function, 367
matrix, additive, 579

INDEX
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matrix, multiplicative, 585
statement which is always true, 549
imaginary axis, 991
imaginary part of a complex number, 991
imaginary unit, ¢, 287
implied domain of a function, 58
inconsistent system, 553
increasing function
formal definition of, 101
intuitive definition of, 100
independent system, 554
independent variable, 55
index of a root, 397
induction
base step, 673
induction hypothesis, 673
inductive step, 673
inequality
absolute value, 211
graphical interpretation, 209
non-linear, 643
quadratic, 215
sign diagram, 214
inflection point, 477
information entropy, 477
initial side of an angle, 698
instantaneous rate of change, 161, 472, 707
integer
definition of, 2
greatest integer function, 67
set of, 2
intercept
definition of, 25
location of, 25
interest
compound, 470
compounded continuously, 472
simple, 469
Intermediate Value Theorem
polynomial zero version, 241
interrobang, 321
intersection of two sets, 4

interval

definition of, 3
notation for, 3
notation, extended, 756

inverse

matrix, additive, 579, 581
matrix, multiplicative, 602
of a function
definition of, 379
properties of, 379
solving for, 384
uniqueness of, 380

inverse variation, 350
invertibility

function, 382

invertible

function, 379
matrix, 602

irrational number

definition of, 2
set of, 2

irreducible quadratic, 291

joint variation, 350
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Kepler’s Third Law of Planetary Motion, 355
Kirchhoff’s Voltage Law, 605

latus rectum of a parabola, 507
Law of Cosines, 910
Law of Sines, 897

leading coefficient of a polynomial, 236
leading term of a polynomial, 236

Learning Curve Equation, 315

least squares regression line, 225

lemniscate, 950
limagon, 950

line

horizontal, 23

least squares regression, 225
linear function, 156

of best fit, 225

parallel, 166



1076

perpendicular, 167
point-slope form, 155
slope of, 151
slope-intercept form, 155
vertical, 23
linear equation
n variables, 554
two variables, 549
linear function, 156
local maximum
formal definition of, 102
intuitive definition of, 101
local minimum
formal definition of, 102
intuitive definition of, 101
logarithm
algebraic properties of, 438
change of base formula, 442
common, 422
general, “base b”, 422
graphical properties of, 423
inverse properties of, 437
natural, 422
one-to-one properties of, 437
solving equations with, 459
logarithmic scales, 431
logistic growth, 475
LORAN, 538

lower triangular matrix, 593

main diagonal, 585
major axis of an ellipse, 516
Markov Chain, 592
mathematical model, 60
matrix
addition
associative property, 579
commutative property, 579
definition of, 578
properties of, 579
additive identity, 579
additive inverse, 579
adjoint, 622

INDEX

augmented, 568

characteristic polynomial, 626

cofactor, 616

definition, 567

determinant
definition of, 614
properties of, 616

dimension, 567

entry, 567

equality, 578

invertible, 602

leading entry, 569

lower triangular, 593

main diagonal, 585

matrix multiplication
associative property of, 585
definition of, 584
distributive property, 585
identity for, 585
properties of, 585

minor, 616

multiplicative inverse, 602

product of row and column, 584

reduced row echelon form, 570

rotation, 986

row echelon form, 569

row operations, 568

scalar multiplication
associative property of, 581
definition of, 580
distributive properties, 581
identity for, 581
properties of, 581
zero product property, 581

size, 567

square matrix, 586

sum, 578

upper triangular, 593

maximum

formal definition of, 102
intuitive definition of, 101

measure of an angle, 693
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midpoint
definition of, 12
midpoint formula, 13
minimum
formal definition of, 102
intuitive definition of, 101
minor, 616
minor axis of an ellipse, 516
model
mathematical, 60
modulus of a complex number
definition of, 991
properties of, 993
multiplicity
effect on the graph of a polynomial, 245, 249
of a zero, 244

natural base, 420
natural logarithm, 422
natural number
definition of, 2
set of, 2
negative angle, 698
Newton’s Law of Cooling, 421, 474
Newton’s Law of Universal Gravitation, 351

oblique asymptote, 311
obtuse angle, 694

odd function, 95

Ohm’s Law, 350, 605
one-to-one function, 381
ordered pair, 6

ordinary frequency, 708
ordinate, 6

orientation, 1048

oriented angle, 697
oriented arc, 704

origin, 7

orthogonal projection, 1038
orthogonal vectors, 1037
overdetermined system, 554

parabola

axis of symmetry, 191
definition of, 505
directrix, 505

focal diameter, 507
focal length, 506

focus, 505

from slicing a cone, 496

graph of a quadratic function, 188

latus rectum, 507
reflective property, 510
standard equation
horizontal, 508
vertical, 506
vertex, 188, 505
vertex formulas, 194
paraboloid, 510
parallel vectors, 1030
parameter, 1048
parametric equations, 1048
parametric solution, 552
parametrization, 1048
partial fractions, 628
Pascal’s Triangle, 688
password strength, 477
period
circular motion, 708
of a function, 790
of a sinusoid, 881
periodic function, 790
pH, 432
phase, 795, 881
phase shift, 795, 881
pi, ™, 700
piecewise-defined function, 62

point of diminishing returns, 477

point-slope form of a line, 155
polar coordinates

conversion into rectangular, 924

definition of, 919

equivalent representations of, 923

polar axis, 919
pole, 919
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polar form of a complex number, 995
polar rose, 950
polynomial division
dividend, 258
divisor, 258
factor, 258
quotient, 258
remainder, 258
synthetic division, 260
polynomial function
completely factored
over the complex numbers, 291
over the real numbers, 291
constant term, 236
definition of, 235
degree, 236
end behavior, 239
leading coefficient, 236
leading term, 236
variations in sign, 273
ZEero
lower bound, 274
multiplicity, 244
upper bound, 274
positive angle, 698
Power Reduction Formulas, 778
power rule
for absolute value, 173
for complex numbers, 997
for exponential functions, 437
for logarithms, 438
for radicals, 398

for the modulus of a complex number, 993

price-demand function, 82
principal, 469
principal n*® root, 397

principal argument of a complex number, 991

principal unit vectors, 7, j, 1024

Principle of Mathematical Induction, 673

product rule
for absolute value, 173
for complex numbers, 997

for exponential functions, 437
for logarithms, 438
for radicals, 398

INDEX

for the modulus of a complex number, 993

Product to Sum Formulas, 780
profit function, 82
projection

r—axis, 45

y—axis, 46

orthogonal, 1038
Pythagorean Conjugates, 751
Pythagorean Identities, 749

quadrantal angle, 698
quadrants, 8
quadratic formula, 194
quadratic function
definition of, 188
general form, 190
inequality, 215
irreducible quadratic, 291
standard form, 190
quadratic regression, 228
Quotient Identities, 745
quotient rule
for absolute value, 173
for complex numbers, 997
for exponential functions, 437
for logarithms, 438
for radicals, 398

for the modulus of a complex number, 993

radian measure, 701
radical

properties of, 398
radicand, 397
radioactive decay, 473
radius

of a circle, 498
range

definition of, 45
rate of change

average, 160
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instantaneous, 161, 472
slope of a line, 154
rational exponent, 398
rational functions, 301
rational number
definition of, 2
set of, 2
Rational Zeros Theorem, 269
ray
definition of, 693
initial point, 693
real axis, 991
Real Factorization Theorem, 292
real number
definition of, 2
set of, 2
real part of a complex number, 991
Reciprocal Identities, 745
rectangular coordinates
also known as Cartesian coordinates, 919
conversion into polar, 924
rectangular form of a complex number, 991
recursion equation, 654
reduced row echelon form, 570
reference angle, 721
Reference Angle Theorem
for cosine and sine, 722
for the circular functions, 747
reflection
of a function graph, 126
of a point, 10
regression
coefficient of determination, 226
correlation coefficient, 226
least squares line, 225
quadratic, 228
total squared error, 225
relation
algebraic description, 23
definition, 20
Fundamental Graphing Principle, 23
Remainder Theorem, 258

revenue function, 82
Richter Scale, 431
right angle, 694
root
index, 397
radicand, 397
Roots of Unity, 1006
rotation matrix, 986
rotation of axes, 974
row echelon form, 569
row operations for a matrix, 568

scalar multiplication
matrix
associative property of, 581
definition of, 580
distributive properties of, 581
properties of, 581
vector
associative property of, 1018
definition of, 1017
distributive properties of, 1018
properties of, 1018
scalar projection, 1039
secant
graph of, 800
of an angle, 744, 752
properties of, 802
secant line, 160
sequence
nt term, 652
alternating, 652
arithmetic
common difference, 654
definition of, 654
formula for n'™® term, 656
sum of first n terms, 666
definition of, 652
geometric
common ratio, 654
definition of, 654
formula for n*® term, 656
sum of first n terms, 666
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recursive, 654
series, 668
set
definition of, 1
empty, 2
intersection, 4
roster method, 1
set-builder notation, 1
sets of numbers, 2
union, 4
verbal description, 1
set-builder notation, 1
Side-Angle-Side triangle, 910
Side-Side-Side triangle, 910
sign diagram
algebraic function, 399
for quadratic inequality, 214
polynomial function, 242
rational function, 321
simple interest, 469
sine
graph of, 792
of an angle, 717, 730, 744
properties of, 791
sinusoid
amplitude, 794, 881
baseline, 881
frequency
angular, 881
ordinary, 881
graph of, 795, 882
period, 881
phase, 881
phase shift, 795, 881
properties of, 881
vertical shift, 881
slant asymptote, 311
slant asymptote
determination of, 312
formal definition of, 311
slope
definition, 151

INDEX

of a line, 151
rate of change, 154
slope-intercept form of a line, 155
smooth, 241
sound intensity level
decibel, 431
square matrix, 586
standard position of a vector, 1019
standard position of an angle, 698
start-up cost, 82
steady state, 592
stochastic process, 592
straight angle, 693
Sum Identity
for cosine, 771, 775
for sine, 773, 775
for tangent, 775
Sum to Product Formulas, 781
summation notation
definition of, 661
index of summation, 661
lower limit of summation, 661
properties of, 664
upper limit of summation, 661
supplementary angles, 696
symmetry
about the z-axis, 9
about the y-axis, 9
about the origin, 9
testing a function graph for, 95
testing an equation for, 26
synthetic division tableau, 260
system of equations
back-substitution, 560
coefficient matrix, 590
consistent, 553
constant matrix, 590
definition, 549
dependent, 554
free variable, 552
Gauss-Jordan Elimination, 571
Gaussian Elimination, 557
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inconsistent, 553
independent, 554
leading variable, 556
linear

n variables, 554

two variables, 550
linear in form, 646
non-linear, 637
overdetermined, 554
parametric solution, 552
triangular form, 556
underdetermined, 554
unknowns matrix, 590

tangent
graph of, 804
of an angle, 744, 752
properties of, 806
terminal side of an angle, 698
Thurstone, Louis Leon, 315
total squared error, 225
transformation
non-rigid, 129
rigid, 129
transformations of function graphs, 120, 135
transverse axis of a hyperbola, 531
Triangle Inequality, 183
triangular form, 556

underdetermined system, 554
uninhibited growth, 472
union of two sets, 4
Unit Circle
definition of, 501
important points, 724
unit vector, 1023
Upper and Lower Bounds Theorem, 274
upper triangular matrix, 593

variable
dependent, 55
independent, 55
variable cost, 159

variation
constant of proportionality, 350

direct, 350
inverse, 350
joint, 350

variations in sign, 273
vector

z-component, 1012
y-component, 1012
addition
associative property, 1015
commutative property, 1015
definition of, 1014
properties of, 1015
additive identity, 1015
additive inverse, 1015, 1018
angle between two, 1035, 1036
component form, 1012
Decomposition Theorem
Generalized, 1040
Principal, 1024
definition of, 1012
direction
definition of, 1020
properties of, 1020
dot product

commutative property of, 1034

definition of, 1034

distributive property of, 1034
geometric interpretation, 1035

properties of, 1034
relation to magnitude, 1034

relation to orthogonality, 1037

work, 1042

head, 1012

initial point, 1012

magnitude
definition of, 1020
properties of, 1020

relation to dot product, 1034

normalization, 1024
orthogonal projection, 1038
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orthogonal vectors, 1037
parallel, 1030
principal unit vectors, ¢, 7, 1024
resultant, 1013
scalar multiplication
associative property of, 1018
definition of, 1017
distributive properties, 1018
identity for, 1018
properties of, 1018
zero product property, 1018
scalar product
definition of, 1034
properties of, 1034
scalar projection, 1039
standard position, 1019
tail, 1012
terminal point, 1012
triangle inequality, 1044
unit vector, 1023
velocity
average angular, 707
instantaneous, 707
instantaneous angular, 707
vertex
of a hyperbola, 531
of a parabola, 188, 505
of an angle, 693
of an ellipse, 516
vertical asymptote
formal definition of, 304
intuitive definition of, 304
location of, 306
vertical line, 23
Vertical Line Test (VLT), 43

whole number
definition of, 2
set of, 2

work, 1041

wrapping function, 704

zZero

multiplicity of, 244
of a function, 95
upper and lower bounds, 274
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